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P. M. Chung 
University of Illinois at Chicago, 

Chicago, III. 60680 

R. Bywater 
The Aerospace Corporation 

Role of the Liquid Layer in Ice 
Accumulation on Flat Surfaces 
Ice formation on a flat plate from humid air at above-freezing temperatures is 
studied. Condensations from both laminar-forced and natural convective boundary 
layers are considered. The governing equations are hyperbolic. One family of 
characteristics immediately coalesces to form a mathematical shock. Physically, the 
shock represents the extent to which the liquid layer has spread. Behind the shock, 
the thin liquid layer completely transforms the ice layer profile at near the shock 
speed. Various parameters affecting the shock speed and the condensate profile are 
discussed. 

1 Introduction 
Often, both in nature and man-made machines, con

densation takes place on surfaces held at below the freezing 
temperature. As long as the entire condensate layer is at below 
the freezing temperature, it remains a solid, and the local rate 
of condensate accumulation is largely determined by the local 
mass transfer characteristics of the gas-phase boundary layer. 
When the gas temperature is above the freezing temperature, 
eventually a liquid layer appears at the gas-solid interface as 
its temperature rises above the melting point. The liquid layer 
flows along the solid surface driven by the gas-phase 
boundary layer or gravity until it meets a colder temperature 
and solidifies. The time-evolution of the solid-layer profile is 
then largely governed by the liquid-layer behavior rather than 
the distribution of the local mass transfer rate along the 
surface. 

Usually, the heat and mass transfer rates vary substantially 
along a surface. A liquid layer, therefore, appears first in the 
region where the transfer rates are maximum provided that 
the refrigerated surface temperature is uniform. In the case of 
the gas-phase boundary layer flow over a flat plate, the 
maximum transfer rates exist at the leading edge, and the 
liquid layer appears immediately there. Accumulation of the 
solid condensate downstream is then greatly affected by the 
continuous process of condensation near the leading edge and 
transport of the excess liquid condensate to downstream 
where solidification occurs. 

In the present paper, ice formation on the surface of a 
uniform-temperature flat plate is studied. Condensations 
from both laminar-forced and natural convective boundary 
layers are considered. Particular attention is given to the 
behavior of the liquid layer affecting the evolution of the ice 
layer profile along the plate. 

The present problem is closely related to that studied by Im 
and Chung [1] who analyzed the problem of deposition of the 
molten ash (slag) droplets on cold surfaces and eventual 
solidification in coal-fired regenerative heat exchangers. The 
present problem is somewhat related to the problems of frost 
formation studied by many investigators including Trammel 
et al. [2], Thibaut et al. [3], Hayashi et al. [4], Chung and 
Algren [5], Varma, et al. [6], Reid et al. [7], and Cremers and 
Mehra [8]. All of these studies, however, were concerned with 
the frost formation and properties before the appearance of 
the liquid layer. 

In the next section, the governing equations are formulated. 
The ice formation under forced-laminar boundary layer is 
analyzed, and the. results are discussed in section 3. This 
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analysis is then extended to the vertical plate problem in 
section 4. 

2 Formulation 
Frost and Ice. Before we begin description of the problem 

to be analyzed, it would be helpful to discuss briefly the 
general phenomenon of frost deposition and ice formation. 
Consider a surface refrigerated to a subfreezing temperature 
and in contact with a humid air stream at above the freezing 
temperature. The vapor condenses on the surface as frost, and 
the frost properties vary with time depending on the rate of 
condensation and the frost temperature. The frost-air in
terface temperature increases as the frost deposition proceeds 
until it reaches the melting point. Continued condensation is 
then accompanied by permeation of the water across the frost 
and transformation of the frost density and other properties 
toward those of the ice. More detailed descriptions of the 
foregoing phenomena are found elsewhere [2-5]. When 
conversion of the frost to ice is completed, a liquid layer 
begins to form above the ice that is now subject to fluid 
motion. 

The present study is concerned with condensation involving 
the liquid layer. As has been stated, the solid phase is ice when 
the liquid layer forms. Also, the condensate accumulates at a 
given location because of the vapor diffusion from the air and 
advection of liquid from the adjacent region. Hence, the time 
required for condensate accumulation until the appearance of 
the liquid layer is, for all practical purposes, independent of 
the detials of conversion of frost to ice. In order not to un
necessarily complicate the analysis, the solid phase is assumed 
to be ice in the sections that follow. 

Physical Problem. Consider that the temperature of a plate 
in contact with a laminar humid air stream is suddenly 
lowered to a subfreezing temperature and held there. The 
characteristic times associated with the condensate ac
cumulation are much longer than those for establishment of 
the steady gas-phase thermal and diffusion boundary layers. 
We may, therefore, consider the gas-phase boundary layers to 
be in a steady state for the present transient analysis of the 
liquid and ice layers. 

The mass transfer rate varies as x~y2 for the gas-phase 
boundary layer (see [9]). Therefore, the frost profile will tend 
to approximate x~U2 as shown in Fig. 1. Near the leading 
edge, however, the heat and mass transfer rates are extremely 
high. The high heat transfer melts the frost, and a liquid layer 
appears immediately. The shear stress applied by the air 
boundary layer is equally high in this region. The liquid is, 
therefore, continuously dragged downstream away from the 
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neighborhood of the leading edge. Hence, the condensate1 

profile in the region affected by the liquid layer is expected to 
be fundamentally different from that in the other region as 
shown in Fig. 2. In fact, the present study is mainly concerned 
with this reshaping of the condensate profile by the liquid 
layer. 

The phenomenon is essentially the same when a vertical 
plate is in contact with a quiescent humid air. The heat and 
mass transfer rates vary as x~lM for the gas-phase natural 
convective boundary layer. Also, the liquid generated up
stream is transported downstream by gravity rather than 
shear stress. At a given time, the condensate profile is ex
pected to be as shown in Fig. 2 also. 

Governing Equations for Condensate. 

(Continuity) 

95 d 

~dF + dx i: udy-

(Momentum) 

(Energy) 

d 

9y (>£)-- pg 

dT 

Ty'~ 

(1) 

(2) 

(3) 

The transient and convection terms are neglected in 
equations (2) and (3) as usually justified for thin liquid layers 
(see, for instance, Im and Chung [1]). The initial and 
boundary conditions are specified as follows: 

By "condensate," we refer to the total condensate including both liquid and 
solid. 

Fig. 1 Flow configuration and distribution of gas-phase mass transfer 

*. -*, 

Watery ai . 

Fig. 2 Sketch of the ice and water layer formation 

(Initial) 

(Boundary) 

A t * = 0, 

5=0 for all x 

5 = 0 for all / 

(4) 

(5) 

N o m e n c l a t u r e 

Al,Au,Als,A2 = parameters defined in equations (21) 
A 4 = constant defined in equations (27) 

B = dimensionless ice thickness defined in 
equations (18) 

Bx = functions defined in equations (42) 
b = ice thickness 
c = mass fraction 

cp = constant pressure specific heat of air 
D = vapor diffusion coefficient in air 

EL = characteristic temperature given in 
equations (27) 

FltF2 = right-hand sides of equations (19) and 
(20), respectively 

F3 = function defined by equation (56) 
g = gravitational acceleration 

h° = heat of vaporization of water 
h° = heat of fusion of ice 
k = thermal conductivity 
L = reference length of the plate 

Pr = Prandtl number of air 
qa = total heat flux per unit area at the in

terface a 
q'a = sensible heat flux per unit area at the 

interface a 
Sc = Schmidt number of air 
T = absolute temperature 
t = time 
u = streamwise velocity 
x = distance along the plate 
y = distance normal to the plate 
A = dimensionless total condensate 

thickness defined in equations (17) 

5 = total condensate thickness 
i\ = dummy variable 
6 = dimensionless liquid layer thickness 

defined in equations (18) 
8\ = function defined in equations (42) 
p = dynamic viscosity (refers to liquid with 

no subscript) 
v = kinematic viscosity (refers to liquid with 

no subscript) 
£ = x/L 
p = density (refers to liquid with no sub

script) 
a + , a~ = two characteristic directions defined by 

equations (30) and (31) 
T = dimensionless time defined in equations 

(17) 
ra — shear stress at the interface a 
co = condensation rate per unit area at the 

interface a 

Subscripts 

a = gas-liquid or gas-solid interface 
c — liquid-solid interface 
F = freezing point 
/ = liquid 

m = shock position 
ml = immediately behind the shock 
ms = immediately in front of the shock 

S = solid 
w = plate surface 
oo = undisturbed gas 
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Atj> = 0, 

At y = 8(x,t), 

w = 0 

T=T„ 

du 

(6) 

(7) 

(8) 

With expressions for the condensation velocity, co/p, and heat 
flux, qa, considered to be available elsewhere [9], equations 
(1-8) comprise a self-consistent set. 

These equations will first be analyzed for the flat plate with 
forced convective gas-phase boundary layer. The solution will 
then be extended to vertical surface with natural convective 
gas-phase boundary layer. 

3 Ice Formation by Laminar Boundary Layer 

Equations. We consider the condensation on a flat plate 
from a laminar boundary layer of humid air. With the gravity 
set to zero, equation (2) is readily integrated to satisfy the 
boundary conditions (6) to (8), and there results for u, 

U=T"\l d-q 
(9) 

•IW.WM-; «»> 

Substitution of the foregoing expression into equation (1) 
gives, after a little manipulation, 

35 

17 
We assume for convenience that 

fi = /xi and k=kt for b<y<d 

^=00 and k = ks for ysb (11) 

where b denotes the thickness of the ice layer. Equation (10) 
then becomes 

where 

35 1 3 „ , co„ 
-1-+^lr[Ta(8-b)2] = -^-

Ot Zfl/ OX pls 

PI,S=PI when 8>b 

Pi,s = Ps when S=b 

(12) 

(13) 

With the division of the condensate into the liquid and solid 
layers by equations (11), we have introduced a new variable, 
b. The equation governing this variable is obtained by con
structing a heat balance at the solid-liquid interface, c, as 

Psh°s~=ks{^^-)-qa (14) 

where equation (3) has been employed. 
In order to proceed further, we make use of the well-known 

expressions [9] 

A - = 0.332 (^)U2 

P«.K 

Qa 

p„w0oc„(r0O-ro) 
= Pr" 

Poo«»(c„-c a ) 
= Sc" 

p^i 

(15) 

There are more accurate results available, which include the 
effect of mass transfer (suction) on the gas-phase boundary 
layer (see, for instance, [10-12]). In view of the other ap
proximations involved, such as the constant properties for the 
frost and ice, equations (15) are sufficiently accurate for the 
present study. 

Total heat transfer, qa, is obtained from equations (15) as 

PooWa,c/J(7 ,«,-rn) 

P o o « 0 
• P r " •Miy Cp \ •* oo -* a ) • 

(16) 

For convenience, we define the following dimensionless 
variables. 

(17) 

$=x/L 

\ HI L / 

A = (0.332)(—^-) 5 

/ u \ 1/2 

B = ( 0 . 3 3 2 ) ( - ^ - ) b 

d = A-B (18) 

With the use of equations (15-18), equations (12) and (14) 
are manipulated into the following set of equations: 

•] 
dB 

(19) 
dB B 

tl/2 dr 2Bl ks \Tb-T„/ . 

Pr \ 2 / 3 hKc.-Ca) "H cp(TF-Tw) r / Pr \ Lli h 
^(T„-Ta) 

In the foregoing equations 

]] (20) 

Ax =AU = (0.332)2( — ) when0>O 

y4,=/4 l s = (0.332)2f — )( — ) when0 = O 
^ "oo / V Ps ' 

(21) 

Ps / \ Ka ) Pr 

The energy equation, equation (3), is trivially integrated for 
the liquid and ice layers as 

T„-TF 
<7, 

Q, 

when 8>b (22) 

when 8 = b (23) 
T„~T, 

b 

Combining equation (16) with equations (22) and (23) in 
tandem, and manipulating the resulting equations with the use 
of equations (15-18), we obtain 

(when 6 > 0) 

h (T°-TF\ 
km \Tm-TaJ 

Pr1 'Mt) h?(c„-ctt) 

cp (T„ - Ta) 

(24) 

(when 0 = 0) 

B 
7m 

K /Ta-Tw\ 

Pr1 •M£) 
W + h°)(Ca,-ca)-\ 

cp(Tm-Ta) J 

We have now reduced the original governing equations into 
the three equations, equations (19), (20), and either (24) or 
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A,B 

mi.ms 
Fig. 3 Wave diagram and the corresponding condensate profile 

(25). An additional relationship is needed since there are four 
unknown functions, 0, B, Ta, and c„, in these equations. The 
Clapeyrons equation [13] relates the saturation mass function 
of the vapor, ca, to the temperature, T„. This equation can be 
written for the present temperature range as 

(26) 

where 

ca=A4exp(-EL/Ta) 

^4 = 1,388,000 

EL = 5386.5 K (27) 

Equations (19), (20), (24) or (25), and (26) constitute a self-
consistent set for the four variables, 0, B, T„, and ca. The 
initial and boundary conditions for equations (19) and (20) 
are those given by equations (4) and (5), and are written for 
0(£, T)and£(£, r)as 

(28) 

(29) 

»(«,0) = fl«,0) = 0 

0(O,r)=.B(O,r)=O 

The general behavior of the equations and its physical im
plications will now be discussed. Solution of the equations 
will then follow. 

General Behavior. Equations (19) and (20) are hyperbolic. 
Their behavior, therefore, can be best elucidated by the use of 
a wave diagram. The two characteristic directions [14, 15] of 
the equations are obtained as 

( f ) . - =tm/(> (30) 

equation (30). In the limit of f - 0, 6 is expected to behave as 
£1/2 for all T from the steady-state solutions [10-12]. 
Therefore, equation (30) gives 

Lim ( 4 - ) + = f i n i t e <34> 
f-o V di / » + 

( — ) = 00 (31) 

Equations (19) and (20) become, along the characteristics, 

doA 

dB 

(32) 

=F2 (33) 

where Fl and F2 represent the right-hand sides of equations 
(19) and (20), respectively. 

The a~ -characteristics are sketched as vertical semi-broken 
lines in the wave diagram of Fig. 3. 

Let us now consider the a+ -characteristics given by 

(35) 

For £ > 0, however, 6 = 0 for T = 0, and 

( —) + — 

Equations (34) and (35) show that the a+ -characteristics will 
immediately coalesce for r > 0 and £ > 0 to form a 
mathematical shock. The shock will emanate from the origin 
of the wave plane and create discontinuities of properties 
across it as shown by the A and B profiles sketched in Fig. 3. 

In the region traversed by the shock, the wave represented 
by Fx will travel in the ^-direction through the liquid layer as 
seen by the direction of the CT+ -characteristics. Ahead of the 
shock, on the other hand, the two families of characteristics, 
as well as equations (32) and (33), collapse together and no 
wave motion in the ^-direction is possible. No liquid layer 
exists there. 

It is expected that integration of the governing equations 
will face numerical difficulty unless the shock is properly 
handled. Appropriate shock relationship will be derived 
below. 

Shock Relationship. We first rewrite equation (19) as 

36 1 B / 02 \_ (Cy-Cg) dB 
T { 3 6 ) 

OT 
0 £ \ £ 1 / 2 / •"' Sc2/3£' 

We integrate the terms of this equation between £,„ and £2 (see 
Fig. 2), and let £2 approach £,„ without limit.. 

Lim \^-V2 & / { - 0 ( T , $ 2 ) ^ + f ? < T , $ m ) % 
h-lm ^BTJim OT dT 

+ \[eHT,z2ye2
/2-oHT,tim)/e„/,2]} 

9^] (37) 
JT J 

(2~in 'in 

3*2 

OT 07 

This equation reduces to 

dr 
el. (38) 

2?" (Aml-Ams) 
The foregoing equation relates the shock speed to the liquid 
and total condensate layer thicknesses behind the shock (ml) 
and the solid condensate layer thickness in front of the shock 
(ms). 

Numerical Solutions. Equations (19) and (20) are integrated 
by a finite difference scheme to satisfy the initial conditions, 
equations (28) and (29), with the aid of the algebraic 
equations, equation (24) or (25) and equation (26), and the 
shock relationship, equation (38). Typical solutions are shown 
in Figs. 4 and 5. The results show that steady state is reached 
very quickly following the shock passage. This indicates that 
the a+ -wave speed is much greater than the shock speed as 
sketched in Fig. 3. 

The preceding findings suggest a much simpler approximate 
solution which utilizes the steady-state values for 6m, and Aml 

in equation (38). 

Approximate Solution. Steady-state approximation of 
equations (19) and (20) is effected by setting 
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0.15 

0.10 
CD 

0.05 

B 

"[„ = 333 K 
c^ =0.1227 
T w = 272.5 K 

d£ m /dT=0.0306 

T=2.15) 
_ srX AAO( 

0.4 

Fig. 4 Typical condensate profile computed by finite difference for 7"„. p i „ R i„«i,.»„„„ „ , „ „ „ • °° . ., J L . 
nearTp w F|9- 6 Influence of c „ on ice accumulation computed by the 

t proximate method 
ap-

Fig. 5 Typical condensate profile computed by finite difference for T„ 
substantially below TF 

dd dB 

OT OT 
(39) 

Equation (19) then becomes an ordinary differential equation, 
and equation (20) degenerates to an algebraic equation. The 
differential equation is integrated in closed form to satisfy the 
boundary condition, equation (29), as 

0=0, £1/2 

The algebraic equation is rewritten as 

B=BX £1/2 

In the foregoing 

0 ,=2[ ,4 1 ,Sc- 2 / 3 (c o o -c a ) ]" 2 

'-£*-(fe£)/M£): 

(40) 

(41) 

*? (c . - c f l ) 

cp(Ta 

Combining equation (40) with equation (24), we obtain 

2Pr , / 3 &4 1 / Sc- 2 / 3 ( c ( „ - c e ) ] 1 / 2 

Pr \ 2 ' 3 A?(c „ -c 8 ) [-(f)- 1= *i ( T"~Tp \ 

-Ta)l 

(42) 

(43) 
Sc / cp(Tm-Ta). 

Solution of the above nonlinear algebraic equation with the 

use of equation (26) results in Ta and ca. Equations (40) and 
(41) then give 0 and A ( = 0 + E). 

For Ams, we consider the region J > £,„ where 6 = 0. 
Equations (19) and (20) are identical in this region and 
degenerate to 

d^ = dl=AlsSc-™(c„-cas)/e
/2 (44) 

OT OT 

Before the shock arrival, cas deviates little from cw. Within 
the accuracy of the approximate analysis, we replace cas by cw 

and trivially integrate equation (44) to obtain 

As=AisSc-m(Caa-cw)T/^ (45) 

The quantities, 6mh Amh and Ams, needed by the shock 
equation, equation (38), are now obtained from equations 
(40), (41), and (45) by setting $ = £,„. Equation (38) is then 
integrated to satisfy the boundary condition, £,„ (T = 0) = 0, 
resulting in the closed-form solution 

'2Au(,c„-ca) +Au(cx -cw) 1 -V Sc2/3(0, +£ , ) J ' ( 4 6 ) 

Discussion of Results. For all solutions shown on Figs. 4-8, 
the following property values of water and ice were employed 

kl/ka,=22.6, ks/k00=8S, »>,/!<„ = .101 

Pr= .72 , Sc=.52 

h ,°/cp =2477 K, h°s/cp =330.83 K, cB = .24 Kcal/(Kg - K) 

p, = 1000Kg/m3, ft=917Kg/m3, p00 = 1.2Kg/m3 

Solutions obtained by the approximate method were found 
to be within about 2-3 percent of the finite difference 
solutions for all cases computed. We shall, therefore, employ 
the approximate solutions in the following discussion, for 
convenience. 

Equation (46) shows that the shock velocity is constant with 
respect to £ and T. For a given time, T, equation (46) gives the 
shock position. The condensate profile is then obtained from 
equations (40) and (41) for £ < £m, and from equation (45) 
f o r £ > $ m . 

Equations (40-45) show that, for a given set of property 
values such as Pr and ks/k„, the solution depends mainly on 
Coo, T^, and Tw. The influence of these variables on the total 
condensate and liquid layer thicknesses for J < £m and the 
shock speed are illustrated in Figs. 6-8. 

Figure 6 shows that the liquid layer thickens as ca is in
creased. A thicker liquid layer facilitates flow, and the shock 
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Fig. 7 Influence of T„ on ice accumulation computed by the ap
proximate method 

speed is greatly enhanced. Note that the shock represents the 
farthest distance to which the liquid has spread. Increased c„ , 
however, results in the reduced total condensate thickness 
despite the thickened liquid layer. The greater deposition rate 
of heat of condensation accompanying the increased c„ 
reduces the ice layer thickness to such an extent that the 
overall condensate thickness is reduced even with the 
thickened liquid layer. 

The influence of Tx is seen in Fig. 7. The liquid layer is 
immune to the T„ variation. The overall condensate 
thickness, however, is reduced as T„ is increased. This is 
caused by the enhanced heat transfer accompanying the 
higher T„, which reduces the ice layer thickness. 

The shock speed increases with the decreasing condensate 
thickness, A. The reason for this is as follows. Physically, the 
shock speed, the speed at which the liquid layer spreads, is 
dictated by the time necessary for the liquid in the liquid layer 
immediately behind the shock to flow into the shock and fill it 
between the heights Ams and Bml (see Fig. 3). Until B,„, is 
reached, the liquid entering the shock will immediately 
solidify. As soon as Bml is reached, however, liquid will 
appear there and the shock would have moved forward. Now, 
the smaller the A for a given 8, the smaller are the Bml and the 
time required to fill the shock with ice. The smaller time 
requirement implies a greater shock speed. This explains the 
increased shock speed which usually accompanies decreased 
A. 

The liquid layer is immune to Tw also, according to Fig. 8. 
The ice thickness is greatly reduced as T„ is increased 
resulting in the corresponding reduction in A. The shock speed 
increases as A is reduced, for the reason discussed in the 
preceding paragraph. 

4 Extension to Ice Formation Under Gravitational 
Field 

Analysis. We consider that a vertical plate in contact with a 
quiescent humid air at above freezing temperature is suddenly 
cooled to a subfreezing temperature. We then wish to describe 
the role of the liquid layer in the ice formation on the plate. 
The governing equations are those given in equations (1-8), 
with the interface shear stress, T„, set to zero in equation (8). 

Following closely the procedure described in section 3, 
equations (1-8) are manipulated into 

- ^ - + ^ ^ - ( 5 - 6 ) 3 = - (47) 
at 3/x OX p 

dx,„ 

dt 
pg 

3fi 

dx 

l(o-b)3]„ 
(48) 

co 
o 
V — 

X 

T ^ S O I K 

c 00=0.06775 

I 
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Fig. 8 Influence of Tw on ice accumulation computed by the ap
proximate method 

Expressions for co/p and qa given elsewhere [9] are employed, 
as 

= .508IX, 
(T„-Ta)l^ ( c „ - ^ ) 

,1/4 

' \ c „ —c„ / o 

(49) 

(50) 
T —T 
1
 DO J n 

ca-ca / p 
where both Pr and Sc are considered to be 0.733 for con
venience. 

The approximate method described in section 3 is expected 
to be as accurate for the present problem as for the forced 
boundary layer flow. Therefore, by setting d8/dt = 0, 
equations (47), and (48) and other auxiliary equations 
resulting from equations (1-8) are solved precisely in the 
manner described in the preceding section. The following 
relationships are then obtained: 

T — T ~\ i /3 
, ^ ^ r t x l . " / V ^ - O o ' -f ly I I ~ I "1 \ . L Co J n I ^mmi*»tt>--^} 

= kj_ / Ta-TF \ 
(51) 

For x < xm 

s.( g )iM ~( 4T°> Y'*M 1 \ ̂  (Izzl».\ 
' ^ 2 J \TX-Ta) (A .508 / AT. V T«,-Ta ) 

+ 

cp(Ta-Ta) 

( C o » - c a ) 

] 
r iI/3 -> 

(52) 

\ulJ V . 5 0 8 / ^ V Tx-Ta ) 

For x > x„t 

= (.693)g1/2 ( c „ - c l v ) 

cplTn-T„) 

T -T (T„-Tw\ 
V 4 r „ / 

1/4 ( 

v-1/4 

(53) 

(54) 

Equation (26) relates ca to Ta, or cw to Tw. 
The variables bmh bmh and bms are obtained from equations 

(52-54) by simply setting x = xm. Substitution of these 
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variables into equation (48) results in the following shock 
equation. 

where 

fix 
-1/2 __m _ p 
' dt 3 

f — f \ 1/2 

(55) 

F 3 = ( . 6 9 3 ) ^ 2 ( c O 0 - c j ( ^ - ^ ) 

L2 V r . - r , / V c - c . / . 

f *, / TF-TW \ 

(.508) 1 + 
ft?(c,-cB) 

+ ( . 6 9 3 ) — ( c . - c j 
' ' o o (^)]'") <*» 

Integration of equation (55) gives 

1 
F$fi (57) 

Solution of the nonlinear algebraic equation, equation (51), 
together with equation (26) yields Ta and ca. The shock 
velocity and position are then given by equations (55) and 
(57), respectively. The condensate profile is obtained from 
equations (52) and (53) for x < x,„, and from equation (54) 
for x > x,„. 

Comments. Equation (55) shows that the shock velocity 
increases as x'„/2, in contrast to the constant shock velocity 
given by equation (46) for the forced flow case. This means 
that the speed at which the liquid layer spreads accelerates 
when the gravity is responsible for the spread, whereas the 
speed is constant when it is the gas-phase boundary layer that 
drags the liquid. 

5 Concluding Remarks 

Ice formation on a flat plate caused by laminar boundary 
layer of humid air, at above freezing temperatures, was first 
analyzed. The analysis was then extended to the ice formation 
over a vertical plate in contact with a quiescent humid air. 

The governing equations were hyperbolic. One family of 
characteristics immediately coalesced to form a mathematical 
shock. Physically, the shock represented the extent to which 
the liquid layer spread. 

In the region not yet traversed by the shock, the solid 
condensate profile grew essentially as x~U2 for the forced 
boundary layer flow case and x~iM for the vertical plate. 
These growth rates were mainly governed by the diffusion 

through the gas-phase boundary layers. Behind the shock, on 
the other hand, the thin liquid layer transformed the profile to 
x[/2 and xW4 for the forced flow and vertical plate, respec
tively. This transfiguration took place at near shock speed 
such that the approximate solutions, based on certain steady-
state properties behind the shock, were found to be suf
ficiently accurate. 

The large heat and mass transfer rates near the leading edge 
of the plate quickly engendered a liquid layer there. The liquid 
then spread downstream. The spread was sustained by the 
continuous condensation upstream. The speed of spread was 
the shock speed. The shock traversed the plate in a much 
shorter time than that required for the local gas-phase dif
fusion to deposit a sufficient amount of frost to create a liquid 
layer on the top. 
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Heat Transfer During Melting 
From an Isothermal Vertical Wall 
This paper reports basic heat transfer data during melting of n-octadecane from an 
isothermal vertical wall of a rectangular cavity. The shadowgraph technique was 
used to measure local heat transfr coefficents at the heat source surface and the 
solid-liquid interface motion during phase change was recorded photographically. 
Experimental results clearly showed that, except in the very early stages of melting, 
the rates of melting and of heat transfer were greatly affected by the buoyancy-
driven convection in the liquid. Initial subcooling of the solid substanially impeded 
the phase change process. A numerical simulation of the corresponding two-
dimensional melting in the presence of natural convection was performed, and the 
numerical predictions are compared with experimental data. 

Introduction 
Among the possible applications and designs of the latent 

heat-of-fusion energy storage systems, interest has been 
focused on the use of the latent-heat solar walls in passive 
solar heating of homes [1, 2]. These walls (or bricks) consist 
of a rectangular container or enclosure filled with a phase 
change material in which one of the external surfaces of the 
container is heated by direct exposure to solar irradiation. 
Fundamental understanding of heat transfer during melting 
which arises from heating of the walls is of practical im
portance for efficent design of the systems. 

Due to their wide range of applications of the solid-liquid 
phase change heat transfer problems have attracted con
siderable research attention and have generated a great body 
of analytical literature during the past few decades. 
Mathematically, the problem of solid-liquid phase change 
belongs to the class of the so-called "moving boundary 
problems" due to the existence of moving phase-change 
boundary. Such problems are nonlinear, and therefore 
analytical solutions of the phase change problems are known 
only for a mere handful of physical situations with simple 
geometries and boundary conditions: e.g., a semi-infinite slab 
with a boundary condition of the first kind (constant tem
perature), commonly referred to as the Neumann problem [3], 
a semi-infinite solid with a boundary condition of the second 
kind (constant heat flux), and the freezing adjacent to plane 
wall cooled by forced convection [4]. Consequently, ap
proximate analytical techniques and numerical methods have 
been extensively used in the literature [5], It appears that 
solutions of one-dimensional transient heat conduction 
problems involving phase change have been well established. 
More recently, there has been considerable interest to extend 
the one-dimensional phase change analysis to multidimen
sional geometries by considering conduction to be the only 
mode of heat transfer [6-8]. Experiments have provided 
conclusive evidence that during melting from a vertical, 
isothermal wall natural convection heat transfer in the liquid 
controls the rate of melting and the shape of the solid liquid 
interface [9, 10]. Local heat transfer coefficents at the heat 
source have been determined with a Mach-Zehnder in
terferometer [10]. Unfortunately, the experimental results are 
restricted to small temperature differences between the heated 
wall and the solid-liquid interface because of the difficulties in 
interpreting the high interference fringe density produced by 
larger temperature differences. An extensive up to date review 
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of literature is available [11], and there is no need to repeat it 
here. 

The present paper reports on melting from a vertical wall of 
a rectangular cavity using n-octadecane as a phase change 
material. This configuration was chosen because of fun
damental interest and numerous applications. The ojective of 
the present work is to extend the earlier investigations [9, 10] 
by performing basic heat transfer measurements along an 
isothermal, vertical wall. The experiments were started with 
the solid material in the cavity at a uniform temperature that 
was either very close to, or a preselected amount below, the 
fusion temperature of the material. To gain improved un
derstanding of the phenomena and support the experiments, 
an analysis of two-dimensional melting from a vertical, 
isothermal wall has also been performed, and the theoretical 
predictions were compared with experimental data. 

Experiments 
Test Apparatus. The inner dimensions of the test cell used 

in the experiments were 130-mm high, 50-mm wide, and 50-
mm deep. In order to accommodate the volume expansion 
associated with the phase change process from the solid to the 
liquid, a small air gap was maintained between the top of the 
material and the insulated top surface of the cavity. The front 
and back windows of the test cell were made of plexiglass. The 
right-hand-side vertical wall of the cavity could be heated by 
circulating a working fluid from a constant temperature bath 
through the channels milled inside the heated vertical plate. 
The other sidewalls of the cavity were insulated by a thick 
layer of Styrofoam insulation that was readily removable. 

The local heat transfer coefficients at the heated wall were 
measured using a shadowgraph method. The experimental 
setup employed here is identical to the one described earlier 
[12], thereby obviating the need for detailed exposition. 
Experimentally, the shadowgraphic technique for heat 
transfer measurements involves identification of the heat 
source surface as a reference position as well as the recording 
of the deflection of the light beam on the screen after its 
passage through the test cell. To make the deflection of the 
light beam (which passes through the this region adjacent to 
the heat source surface) more visible against the dark 
background, a plate with a narrow aperture was placed 
between the collimating lens and the test cell. This aperture 
blocked off the light entering the test cell, except that which 
passed in the immediate vicinity of the heat source surface. 

Test Procedure and Data Reduction. Research grade (99 
percent pure) n-octadecane [OH3(CH2)16CH3] was used as 
the phase change material in the experiments. This paraffin is 
a desirable because its fusion temperature is near the ambient 
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Fig. 1 (a) Schematic diagram and coordinate system for melting from 
a vertical wall in rectangular cavity, and (b) grid system (13x21) for 
numerical solution 

laboratory temperature, which is conductive for reducing heat 
losses (or gains) to the ambient environment. Its liquid phase 
is transparent to the visible radiation, and this allows for the 
photographic observations and the optical measurements. In 
addition, the thermophysical properties of n-octadecane are 
reasonably well established. 

The preparation for a test run always began with the 
degasification of the phase change material. The material was 
contained in a flask having a small side-opening and was 
heated well above its fusion temperature. Then, by connecting 
the side-opening of the flask to a vacuum pump, the flask was 
evacuated for about 3 to 4 hrs. The degasified liquid was then 
carefully syphoned into the test cell. The ambient air tem
perature was always controlled such that only a small tem
perature difference existed between the ambient and the 
fusion temperature of the material. 

Once the test cell was filled with the liquid the shadowgraph 
system was aligned. A plastic foil marker with a grid network 
of the exact contour of the test cell was attached on the screen 

to identify the orientation of the heat source. Then, the liquid 
paraffin in the test cell was solidified by circulating cold 
(below the fusion temperature) working fluid through the 
channels milled inside the heat source. In the solidification 
process, the upper surface of the unfrozen material appeared 
to be concave as a result of the contraction associated with 
solidification. In order to obtain a rather flat upper surface of 
the solid, additional liquid PCM was syphoned into the test 
cell. After the solidification was completed the temperature of 
the circulating fluid was adjusted to a preselected value and 
maintained thereafter so as to establish an initial temperature 
condition in the solid for the melting experiments that 
followed. A uniform initial temperature in the solid was 
insured by circulating the coolant for a period of over 8 hrs. 
After all of these initial preparations, the melting experiment 
was started by switching on the second constant temperature 
bath circulating a hot (above the fusion temperature) working 
fluid through the heat source. 

In the experiments, the surface temperatures of the heat 
source/sink were recorded at the preselected time intervals. 
The solid-liquid interface profiles as well as the shadowgraph 
images during the melting were photographed with a 35-mm 
Nikon FE camera. The contours of the solid-liquid interface 
were then traced from the photographs. The area of the 
unmelted solid PCM was evaluated with a planimeter. The 
accuracy of this device was estimated to be about ± 5 percent 
for an area of one inch square (or 6.45 cm2). 

Analysis 

Physical Model and Basic Equations. Two-dimensional 
melting of a solid from an isothermal, vertical wall was 
modeled mathematically. Initially, the solid was assumed to 
be at its fusion temperature, Tf. At time t = 0, the tem
perature of one of the vertical walls (right) of the cavity is 
(Fig. 1(a)) suddenly raised to a prescribed temperature, 7\v > 
Tf. The bottom, the left wall of the cavity, the air-gap above 
the solid, and the two faces are assumed to be insulated. In the 
analysis, the following additional indealizations are made: 

1 The thermophysical properties of the material un
dergoing phase change are independent of temperature and 
are evaluated at the film temperature. 

2 The denstiy variation in the liquid is considered only 
insofar as it contributes to buoyancy, but is otherwise 
neglected, i.e., Boussinesq approximation is valid. 

N o m e n c l a t u r e 

c 
Fo 

g 
H 
h 

Ahf 

k 
Nu 
Pr 
Ra 

Ste = 

T = 

location of heated bound
ary/wall (see Fig. 1) 
specific heat 
Fourier number, at/H2 

acceleration due to gravity 
height of wall 
heat transfer coefficient 
latent heat of fusion 
thermal conductivity 
Nusselt number 
Prandtl number, via. 
Rayleigh number, g(3(Tw 

-Tm)H3/va 
solid-liquid interface position 
(see Fig. 1) 
subcooling parameter, 
c,(Tf-T,)/*hf 
Stefan number, c, (T„ 
-Tf)/Ahf 

temperature 

t 
u 

U 
V 

x 
y 
a 
B 

r = 

time 
velocity component in the x-
direction 
dimenionless velocity, uH/a 
volume or dimensionless 
velocity, vH/a 
velocity component in the y-
direction 
coordinate (see Fig. 1(a)) 
coordinate (see Fig. 1(a)) 
thermal dif fusivity 
dimensionless location of 
heated boundary, b/H 
temperature coefficient of 
volume expansion 
dimensionless solid-liquid 
interface position, s/H 
dimensionless coordinate, 
x/H 
transformation variable, see 
equation (1) 

8 = dimensionless temperature, 
(T-Tf)/(TW-Tf) 

v = kinematic viscosity 
£ = dimensionless coordinate, 

y/H 
T = dimensionless time, Fo Ste 

¥ = dimensionless stream func
tion, \p/a 

\p = stream function 
Q = dimensionless vorticity, 

co/ff-a 
a) = vorticity 

Subscripts 

/ 
/' 
/ 

m 
s 
w 

fusion 
initial 
liquid phase 
film temperature 
solid 
heated wall 
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3 Volume change due to solid-liquid phase change is 
negligible. 

4 Liquid is assumed to be Newtonian. 
5 Fluid motion in the melt is laminar and two-dimensional. 

The basic conservation equations (not given here for the 
sake of brevity) modeling mathematically the moving 
boundary problem must be solved numerically. The Landau 
immobilization [6, 13] and the body-fitted orthogonal cur
vilinear time-dependent coordiante system [14] can be used to 
accomplish the transformation. However, the latter scheme 
inolves tedious mathematical manipulation to generate the 
orthogonal curvilinear coordinate system and increases the 
computational effort. Therefore, the Landau coordinate 
transformation 

r, = [x-s(y,t)]/[b(y)-s(y,t)] (1) 

is used in the present study. The main utility of this 
transformation is that the range of r, in the transformed space 
ranges from zero to unity for all y during any time interval, 
i.e., the time-dependent physical domain occupied by the 
liquid has been transformed to a time-independent rec
tangular domain. The solid-liquid interface in the trans
formed space is stationary and defined by -q = 0 during any 
given time interval. In dimensionless form the tranformed 
version of the governing equations can be written as: 

Vorticity equation: 

dr, 90 9ij 90 
d-Fo dr) 9f dFo 

3 * 90 9 * 90"| 

~ dl a~nJ dr) 9£ d£ dr,. 

dy 96 „ ( T / dr, \ 2 ( dri \21 320 

3f dv 

dr, 

dr,2 

. , 3 2 0 d2Q d2r, dB"] 
+ 2 " a T ~drM + W + ~W ^ (2) 

Stream function equation: 
2 1 3 2 * dr, 3 2 * „ \( dr, \ 2 ( dr, \ 2 1 d2V „ 

a2* 
+ — + 

d? d? 

dr,2 ' 3£ dr)d£ 

d2r) 9 * 

dr, 
(3) 

Energy equation: 

90 dr, 90 dr, Y 9 * 90 

d~Fo + Wo ~dr, + ~d^ \-d~r, ~9£~ 
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3T / 1 - r, dr, __ dT^ / 1—i) \ 

aTb _ _ aTb \5-r / 
9ri l 

( f i - n 

32rj 
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9TI 
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i 
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I 
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The conservation equations are subjected to the following 
boundary conditions: 

f = 0 ; — = 0 , K = 0 , * = 0 (9) 

90 
t=U-rz-=0,U=V=0,9 = 0 

9? 

?j = O;0 = O, t / = K = 0 , ^ = 0 

T ; = 1 ; 0 = 1 , £ /=K=0, * = 0 

(10) 

(11) 

(12) 

The energy balance at the solid-liquid interface can be ex
pressed as 

9T „ dr) 90 
- I 1 -fr- I -

n 
= -S t e 

9Fo 9f dr, M%): (13) 

Method of Solution. A finite difference method was used to 
solve the coupled governing equations (2-4) together with 
boundary conditions, equations (9-13). The equations were 
finite differenced and solved numerically. As a result of 
compromise between accuracy, stability, and computational 
time requried for obtaining solutions, a grid system of 13 in r,-
direction by 21 in ^-direction was chosen after some trial and 
error. The nonuniform grid network having a smoothly 
varying grid spacing with a denser grid near the boundries of 
the liquid domain shown in Fig. \(b) was constructed to 
account for the boundary layers near both the heated wall 
and the solid-liquid interface [15]. It should be noted that 
although the grid network in the physical space shown in Fig. 
1(6) appears to be nonorthogonal, the grid system in the 
transformed space is orthogonal. 

In solving the stream function equation a pseudo-transient 
approach was used by adding a time-dependent term, 
9 ,i'/9Fo, to the left-hand side of equation (3). Then all of the 
governing equations may be written in a general form as 
follows: 

9* 9 2 * 3 2 * 9 2 * 
~'A\ TT + / 1 2 T-̂ T +^3 T-J 

dr,1 3?/3£ 9£2 9Fo 

9 * , 3 * „ 
+A4~+A5—+Si 

dr, at, 
(14) 

where the dependent variables 0, ^ , and 6 are denoted by $ 
and the relevant source terms are absorbed in S$. The values 
of the coefficients A,{i = 1,2, . . ,5) and Sit corresponding 
to the appropriate dependent variables, are listed elsewhere 
[16]. 

The forward time and centered space difference scheme was 
used to obtain the algebraic finite difference representation of 
the partial derivatives in the governing equations. The 
alternating direction implicit (ADI) procedure [17] was 
employed to formulate the system of finite difference 
equations in the tridiagonal form. This allows for their rapid 
solution by utilizing the well knwon and efficient Thomas 
algorithm [18]. The "troublesome" cross-differential terms, 
d2$/dr)dti, were treated as known quantities and evaluated 
from the values of the variables at the previous time step. 

Examination of the transformed version of the governing 
equations and boundary conditions, equations (2-8), reveals 
that the fixed but unknown position of the solid-liquid in
terface, which is dependent on the unknown temperature field 
in the liquid, still presents special difficulties for the 
numerical procedure. An iterative procedure for evaluating 
this unknown interface has been used by Duda et al. [9] for a 
two-dimensional phase change of cylindrical system. 
However, this scheme is rather time consuming. A quasi-static 
approximation was adopted for the present study, i.e., no 
significant effect of the interface motion on the temperature 
and flow fields in the melt during short periods of melting was 
assumed. This assumption is valid for small Stefan numbers, 
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Fig. 2 Timewise motion of the melt front: (a) Ste = 0.090, S c = 0.010, 
and (b) Ste = 0.137, S c = 0.183 

since the interface velocity is much slower than the velocity in 
the liquid. Two types of approximations, quasi-stationary and 
quasi-steady, can be inferred from the foregoing assumption. 
The quasi-stationary approximation can be made by simply 
neglecting the motion of the interface in calculating the flow 
and temperature fields in the melt, i.e., the interface is 
determined explicitly from the known temperature field at the 
previous time step. The quasi-steady approximation further 
simplifies the quasi-stationary assumption by neglecting the 
transient terms in the governing equations. In general, the 
quasi-stationary solution is more suitable for the initial 
melting period due to the rapid motion of the interface and 
the change of the temperature field with time so as to satisfy 
the appropriate initial condition. On the other hand, the 
quasi-steady approximation is ideally suited for long-time 
behavior in which the interface velocity as well as the tem
perature and flow fields vary slowly with time. 

A combination of the approximations was adopted such 
that the quasi-stationary one was used for initial periods of 
time and quasi-steady one for late time. Under the quasi-
stationary assumption, the problem reduces to one of tran
sient natural convection with no phase change. The interface 
motion is determined from the energy balance condition 
across the interface, equation (13), based on the temperature 
distribution obtained at the previous time step. As for the 
quasi-steady solution, a sequence of steady natural convection 
states in the melt is determined over a number of larger quasi-
static periods of time, during which the interface remains 
fixed within each of the time intervals. Typical dimensionless 
quasi-static period taken under quasi-steady assumption was 
AFo = 5.0 x 10 2, which depended on the Rayleigh number, 
grid size, etc. The time step employed in the computations was 
determined by stability considerations and depended 
primarily on the Rayleigh number. For example, for Ra = 
108 a dimensionless time step AFo = 10"6 was used. Even 
with a relatively crude grid the numerical computations were 
very time consuming, and therefore only two experiments 
were simulated. Simulation of one experiment required about 
50,000 CPU s on a CDC 6500 digital computer. 

To avoid potential computational difficulties at Fo = 0, 
(e.g., those associated with 1/(B - T) — oo, in the governing 
equations), a very thin, uniform thickness melt layer parallel 
to the heated wall was assumed to exist initially. The value of 
Fo corresponding to the assumed melt thickness was deter
mined from the relevant Neumann solution [3]. A typical 

0 i 1 1 1 1 1 1 1 1 
O O.I 0.2 0.3 0.4 

1/4 
SteFoRa 

Fig. 3 Correlation of the experimental results for the molten volume 
fraction with negligible subcooling, S c = 0 

initial melt layer thickness was chosen such that the molten 
volume fraction of the PCM was less than 5 percent. A linear 
initial temperature distribution across the melt layer was also 
assumed. The computational procedure using the ADI scheme 
is given elsewhere [16]. 

Results and Discussion 
Experimental Results. 
Melting Patterns. The solid-liquid interface in the direction 

perpendicular to the face of the test cell was found to be 
uniform, except in the immediate vicinity of the windows of 
the test cell where slightly more melting occurred. This edge 
effect is due to conduction along the plexiglass windows 
which have higher thermal conductivity than the solid. 
Typical progression of the solid-liquid interface with time, 
traced directly from the photographs, is shown in Fig. 2. At 
early times {t = 10 min) it is evident that heat transfer in the 
melt zone is predominated by conduction, since the molten 
region appears to be uniformly parallel to the vertical heated 
wall, except in the vicinity of the free surface where sub
stantial more melting takes place. This earlier departure of the 
melting behavior at the top of the solid is attributed to the 
presence of the density-induced melt motion, resulting from 
the volume increase which accompanies the phase change. 
This phenomena forced the liquid to seek extra space to ex
pand and thus overflow the top of the solid core. As the 
heating continued, the buoyancy-driven convection in the 
melt started to develop and continued to intensify as 
evidenced by the appearance of a nonuniform melt layer 
receding from the free surface to the bottom. As the melt 
moved upward adjacent to the heated vertical plate, it gained 
heat and reached the maximum temperature near the free 
surface. The heated liquid then took a 90 deg turn, deflecting 
away from the heated wall toward the solid-liquid interface. 
Consequently, significantly more melting occured in this 
region. It should be noted that the density-induced over
flowing of the solid core by the liquid produces enhanced 
melting in the region. As the melt flowed downward along the 
solid-liquid interface, it lost heat and directly contributed to 
the melting of the solid; and thereby, its capability to melt the 
solid was gradually decreased to the minimum at the bottom 
of the cavity. 

The timewise variation of the molten volume fraction has 
been evaluated by integrating the melting front contours, and 
the results are depicted in Fig. 3. It can be seen that all the 
data collapse quite well into a single curve by employing the 
parameter Ra1/4 Ste Fo as an abscissa, and a correlation by 
least squares fit has been obtained as 

V/V0 =0.523 (Ra1/4 Ste Fo)068 (15) 

This correlation is depicted in Fig. 3 by the solid line. The 
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height, H, of the initially present solid was chosen as the 
characteristic length for the Rayleigh number. A variable 
similar to Ra1/4 Ste Fo was also used by others for correlating 
the molten fraction during an inward melting inside a vertical 
tube [20]. The initial subcooling was found to significantly 
impede the melting process. This is expected because of the 
following: first, only a portion of the energy transported to 
the solid-liquid interface contriubtes directly to the melting of 
the material as a result of heat conduction occurring across 
the interface toward the inner core of the solid. Second, the 
slowdown in the progression of the melt front resulting from 
conduction in the solid core causes a delay in the onset and 
development of the buoyancy driven recirculation in the melt. 

Heat Transfer From the Heat Source Surface. The timewise 
variation of the aforementioned local heat transfer charac
teristics along the heated plate are depicted quantitatively in 
terms of the heat transfer parameter Nu/Ra1/4 for different 
Stefan numbers as shown in Fig. 4. The height, H, of the 
initially present solid was chosen as the characteristic length 
for both Nusselt and Rayleigh numbers. It is realized that this 
length scale may not be appropriate for all times because the 
shape and the size of the melt region changes with time. The 
melt layer thickness may be the more appropriate charac
teristic length at early times, but unfortunately it is not 
constant and increases with time. 

The results of Fig. 4 show that at early time the heat 
transfer coefficent is independent of position along the wall. 
This is indicative of conduction dominated heat transfer. The 
sharp decrease in the heat transfer coefficient in the vicinity of 
the free interface (y/H = 1.0) at Fo = 0.0054 is attributed to 

Fig. 6 Comparison of the predicted melting front profiles with ex
perimental results, Ste = 0.090 

the fluid motion induced by the difference in densities be
tween the solid and the liquid. As the melting progresses and 
natural convection develops and intensifies, the heat transfer 
coefficients decrease. The results of the figure indicate that 
for higher Rayleigh number (Ra = 108) nearly quasi-steady 
heat transfer coefficient has been reached at late times (Fo > 
0.026). 

A quantitative comparison of the local heat transfer results 
at the heated wall with those reported earlier [10] jcould not be 
made because of the large difference in the Stefan numbers. 
Nevertheless, the qualitative trends of the spatial variation of 
the local heat transfer coefficients of this study are quite 
similar to those results. Local heat transfer coefficients show 
a maximum at the bottom edge and then decrease upward to 
the top of the wall. 

The instantaneous average heat transfer coefficients at the 
heated wall, Nuw, are determined by spatial averaging of the 
local values and are presented in Fig. 5. During the initial 
stages of melting, the average heat transfer coefficent 
decreases rapidly, which is a characteristic of transient heat 
conduction. At later times, in the presence of density-induced 
motion and buoyancy-driven natural convection, the decrease 
of heat transfer slows down and eventually reaches a quasi-
steady state. 

Comparison Between Predictions and Experimental Data. 
Melt Shape and Volume. A comparison between the ex

perimentally determined and predicted melting front profiles 
at different times is illustrated in Fig. 6. The solid and dashed 
lines depict the measured and predicted melting fronts, 
respectively. At early time (T = 0.00048), the agreement is 
excellent except at the very bottom and top regions of the 
cavity. The slightly greater measured melting rate at the 
bottom edge could be partly attributed to heat conduction 
along the bottom wall of the cavity due to the removal of 
initial singularity in the solution by a false-start. As for the 
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discrepancy at the top free surface, it is primarily attributed to 
the neglect in the mathematical model of the volume ex
pansion due to the phase change from the solid to the liquid. 
As melting continues, the effect of this density-induced 
overflow motion appears to become more significant as in
dicated by the greater discrepancy between the measured and 
predicted melting front positions, particulary in the vicinity of 
the free surface. 

The two main factors responsible for the discrepany be
tween measured and predicted interface predictions are 
believed to be the volumetric expansion of the material and 
the buildup of the truncation errors with time due to a 
relatively coarse grid used. In order to assess the truncation 
errors, the grid was increased from 13 x 21 to 21 x 21, and 
good agreement was obtained between the two results; 
however, the calculations were not carried out for long 
simulation times. Other possible factors could be the inherent 
uncertainty in the physical and transport properties, which 
were assumed to be temperature- independent in the analysis, 
the non-Newtonian behavior of the liquid near the solid-liquid 
interface, and surface tension effects at the top of the melt. 
During melting, the solid-liquid interface is moving out of the 
liquid region, which is analogous to blowing fluid away from 
the boundary. This effect may have also contributed to the 
discrepancy between the data and predictions, because it has 
not been accounted for in the model. 

The predicted instantaneous molten volume fraction, 
VIV0, is evaluated from the solid-liquid interface position by 
a numerical integration of the instantaneous positions and is 
defined as 

V/V„ = l- vXr{i'Fo)d* (16) 

A comparison of the experimental data with the predicted 
molten volume fractions is shown in Fig. 7. It is apparent 
from the figure that the melting rate predicted by numerical 
simulation is lower than the measured one. Furthermore, the 
deviation increases not only with time but also with the Stefan 
number (or Rayleigh number). The possible reasons for the 
discrepancy between data and predictions have already been 
mentioned. 

Heat Transfer. Typical predicted isopleths of streamlines 
and temperature in the melt during the numerical simulation 
of the melting process are illustrated in Fig. 8 through a 
sequence of contour plots. At early time (T = 0.00076 not 
shown), a uniform temperature distribution with a weak and 
symmetrical flow field was predicted in the narrow melt layer. 
The maximum of the stream function was located at the 
midplane of the narrow melt gap. This is a characteristic of 
heat conduction dominated energy tranpsort. As melting 

T =0.00153 r = 0.00385 

"^Sl 

=0.00153 T = 0.00385 
Fig. 8 Predicted distribution of streamlines (upper panels) and 
isotherms (lower panels) Ste = 0.063 and Ra = 6.3 x 10' 

continues (T = 0.00153), the intensification of the convective 
recirculating flow is indicated by the upward shifting of the 
vortex center to the region in the vicinity of the free surface 
(Fig. 8). A rather linear temperature variation is displayed 
across the central portion of the melt region, whereas a 
uniform temperature zone appears in the upper part as well as 
in the very bottom edge of the melt cavity. The highest 
temperature gradients exist at the very bottom of the heated 
wall as well as at the upper part of the solid-liquid interface. 
As a result, heat transfer at the upper portion is enhanced and 
leads to greater interface velocity. Similary, slower melting is 
expected at bottom because the liquid has cooled as it flows 
along the interface. In view of the characteristics of tem
perature and flow fields in the melt as described above, it 
follows that at time T = 0.00385 heat is transported by the 
buoyancy-driven recirculating flow as well as by conduction 
directly across the melt layer. 
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Figure 9 shows a comparison of the predicted local heat 
transfer coefficients along the vertical wall with the ex
perimental data for a given Stefan number. It is evident from 
the figure that the predicted local heat transfer coefficients are 
somewhat lower than the measured ones. Results could not be 
obtained for early times and/or close to the leading (y/H — 
> 0) and trailing (y/H - > 1) edges of the plate, because 
clear shadowgraph images could not be formed at these 
locations. The reasons already discussed may be responsible 
for the discrepancies. However, the predicted local heat 
transfer variation along the heated vertical wall displays a 
similar trend to those of the measurements. Additional 
comparisons can be found elsewhere [16]. 

The average heat transfer coefficients at the solid-liquid 
interface Nus and at the heat wall Nu)v have been evaluated 
from the temperature distribution in the melt as 

Ru^j; -[4-^lrf* 07) 
d f dr, 

Nu,= 
i Jo 3f 57? L + \ d £ / J 

Tdi, (18) 
dri 86 [" /dT-

~dY Ih /L + Va£, 
where the quantity T; in equation (18) denotes the length of 
the solid-liquid interface contour. Figure 10 depicts the 
calculated average heat transfer coefficient at the heated wall 
for two different Stefan numbers. The results display a rapid 
decrease in heat transfer rate at the early stages of melting 
which is indicative of transient heat conduction. As the 
melting progresses, natural convection sets in and develops, 
the decrease in heat transfer slows down, and then is followed 
by an increase over some period of time. This period of time 
as well as the magnitude of the increase in heat transfer ap
pears to depend on the Rayleigh number; for (Ra = 6.3 x 
107), only a slight increase exists while for higher Rayleigh 
number, Ra = 1.0 x 108, a sharp increase occurs at early 
time (r = 0.001). Later as the melt region becomes wider, the 
heat transfer coefficient passes through a local maximum and 
starts to decline gradually until a quasi-steady value is 
reached. This trend of having a maximum heat transfer at 
some time during the melting has also been predicted [13] for 
an outward melting from a vertical cylinder. For purposes of 
comparison the experimental data are also included in Fig 10. 
The experimental results show that following the sharp 
decrease at the early times in the process, the heat transfer 
continues to decline gradually toward a quasi-steady value 
without the indication of a local maximum predicted by the 
numerical solution. It is also clear that the numerically 
predicted results are lower than the experimental data. There 
are several factors which could lead to these discrepancies in 
the trend of the timewise variation as well as the numerical 
magnitude of the average heat transfer coefficients. The 
neglect of the density-induced motion in the numerical model 
appears to be the main cause responsible for this discrepancy. 

The variation of the average heat transfer coefficient with 
dimensionless time at the solid-liquid interface has been 
predicted (Fig. 11). In general, the timewise variation of the 
heat transfer at the interface exhibits a similar trend to that at 
the heated wall. However, at the very late time, the results 
show that a gradual decline in the heat transfer coefficient 
continues and gives no indication that a quasi-steady con
dition has been reached as that which was displayed at the 
heated wall. This is due to the increase in the heat transfer 
surface area at the solid-liquid interface as the melting 
progresses [16]. 

Conclusions 

The experimental results have clearly established that the 
melting rate, the melting front profiles, and the heat transfer 
are significantly affected by the fluid motion in the melt 
induced by the buoyancy force (natural convection) and by 
the volumetric expansion which accompanies the phase 
change from the solid to the liquid. The latter process is 
particularly significant at the early times while the heat 
transfer is still dominated by conduction. The initial sub-
cooling of the solid significantly impedes the melting process, 
because a portion of the energy transported to the soild-liquid 
interface. The resulting slowdown of the melt layer growth 
also causes a delay in the onset and development of the 
buoyancy-driven recirculation in the melt. 

The instantaneous local heat transfer coefficients at the 
heated surface during melting from an isothermal vertical 
wall of a rectangular cavity were independent of the vertical 
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position at the early times. As time progressed, the local heat 
transfer coefficients became nonuniform and decreased from 
the bottom edge of the wall toward the top, as a result of the 
density-induced and the buoyancy-driven fluid motion in the 
melt. The spatially averaged heat transfer coefficients at the 
heated vertical wall displayed a rapid decrease at the early 
stages of melting and later reached a quasi-steady state value. 

Based on the numerical simulation for the two-dimensional 
inward melting from a vertical wall of a rectangular cavity, it 
is concluded that the neglect of the volumetric expansion in 
the mathematical model associated with the melting and the 
truncation errors due to insufficiently fine grid are mainly 
responsible for the discrepany between the predictions and the 
experimental data. The numerical results obtained with a 
rather crude (13 x 21) grid should be considered as 
preliminary. Much more efficient algorithms are needed for 
solving numerically moving boundary problems of the type 
considered here. 
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Analysis of Two-Dimensional 
Melting in Rectangular Enclosures 
in Presence of Convection 
Two-dimensional melting of a solid phase change material in a rectangular en
closure heated from one side is simulated numerically. The simulations are carried 
out by dividing the process in a large number of quasi-static steps. In each quasi-
static step, steady-state natural convection in the liquid phase is calculated by 
directly solving the governing equations of motion with a finite difference 
technique. This is used to predict the shape and motion of the solid-liquid boundary 
at the beginning of the next step. The predictions are found to be in good agreement 
with experiment. Influence of some of the governing parameters on the time 
development of the melting process is studied using the numerical simulation 
procedure. 

1 Introduction 

An analysis of heat transfer and thermal storage in a phase-
change material (PCM) generally must take into account 
natural convective heat transfer in the liquid phase. Such an 
analysis can be adequately based on conduction alone, only if 
either the liquid phase of the PCM is always homogeneous in 
temperature, or the temperature gradients in the liquid phase 
are either stable or below the critical value needed for natural 
convection. Many typical applications of heat transfer and 
thermal storage in PCMs involve convection in the liquid 
phase at Rayleigh numbers, (Ra based on height) in excess of 
107. As will be shown below, the convective contribution to 
the heat transfer process in such a case may be as much as 50 
times larger than the contribution of conduction, invalidating 
any analysis based on conduction alone. 

The problem of melting in the presence of convection, in a 
two-dimensional rectangular enclosure heated from one side 
and containing initially solid PCM at its fusion temperature is 
considered here. The convection in the liquid phase is usually 
significant, and in many cases desirable, since PCMs often 
have poor thermal conductivity. Careful investigation of 
convective effects is important to any study aiming to op
timize PCM elements for specific thermal storage ap
plications. 

There is clear and overwhelming experimental evidence 
[1-7] that, except in very early times, convective heat transfer 
dominates over conductive heat transfer in the liquid phase 
during the melting process. Several studies [1, 5, 8, 9] have 
treated this problem in one dimension, using either analytic or 
empirical expressions for convective heat transfer in the liquid 
phase. However, studies which take account of the two- (or 
three-) dimensional convective heat transfer process are very 
rare in the literature, probably due to the formidable dif
ficulty of analyzing convection in an irregular-shaped cavity 
with a moving boundary. Numerical solutions for a two-
dimensional melting problem in a cylindrical geometry, with 
recirculating flow in the liquid phase, were presented by 
Sparrow, Patankar, and Ramadhyani [10]. Their predictions 
were limited to moderate Rayleigh numbers (Ra<106). 
Though Hale and Viskanta [3] have reported experimental 
results in qualitative agreement with these predictions, the 
authors are unaware of any explicit experimental verification 
of the predictions of [10]. 

Present address: Lawrence Berkeley Laboratory, University of California, 
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Fig. 1 System geometry 

In most thermal storage applications, and consequently in 
most experimental investigations [1-7, 11, 12], the Rayleigh 
number in the liquid region is very high, typically in the range 
106 <Ra< 109. The fluid flow in enclosures driven with such 
high Ra numbers is characterized by fast moving thin 
boundary layers through which most of the heat transfer takes 
place, while the region away from the walls, often called the 
"core region," is mostly inactive. Experimental evidence 
(e.g., [13]) indicates that the flow remains entirely laminar in 
this range of Ra numbers, transition to turbulence occurring 
only beyond Ra numbers of 1010. 
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2 Problem Definition and Governing Equations 

A two-dimensional rectangular enclosure (height H, width 
L), contains the PCM initially at its fusion temperature, TF. 
The top and bottom surface of the enclosure are adiabatic; the 
bottom surface is no-slip, while the top surface is full slip due 
to an air gap which is customarily present at the top. At time 
/* = 0, one vertical wall is raised to a temperature TH = TF 

+ AT; the other vertical wall is maintained isothermal at 
temperature TF. Heat propagates into the PCM by con
duction and convection, and at a later time, t* > 0, the liquid-
solid interface (henceforth called the melting front) has a 
shape similar to that shown in Fig. 1. The melting front is 
defined in this paper by a function, c(x,t*) such that at height, 
x, and at time, t*, it equals the horizontal distance between the 
hot wall and the melting front. The shape and average 
position of the melting front at any given time /* > 0 are of 
both theoretical and practical interest. The shape of the 
melting front is an extremely sensitive indicator of the 
variation in the local heat transfer rate to the solid and is used 
as a test of the numerical simulation procedure. The average 
position of the melting front yields, to a close approximation, 
the total amount of heat stored in the PCM element since the 
onset of melting. 

The Navier Stokes equations (with Boussinesq ap
proximation), are nondimensional with scales v, AT, H, and 
Ste for kinematic viscosity, temperature difference, enclosure 
height, and the Stefan number, respectively. The four 
dimensionless groups characterizing the problem are: A 
(enclosure aspect ratio), Pr (Prandtl number of the liquid 
phase), Ra (Rayleigh number based on enclosure height), and 
Ste (Stefan number). Time is nondimensionalized using the 
relation 

t = t*v/H2 

To obtain a rectangular enclosure with orthogonal rec
tilinear coordinates system in the computational space (X, Y), 
whose boundaries match with the (nonrectangular) enclosure 
boundaries in the physical space (x, y), the coordinates are 
nondimensionalized and transformed according to the 
following equations 

X=x/H 

Y=y/(C(X,t)H) 

(1) 

(2) 

where C(X,t) is the dimensionless shape function for the 
melting front defined as 

C(X,t) = c(.x,t*)/L 

The dimensionless coordinates {X, Y) extend from 0 to 1, and 
from 0 to \/A, respectively in the computational space. The 
grid lines of constant X and constant Y are rectilinear and 
orthogonal in the computational space, and in general, 
curvilinear and nonorthogonal in the physical space. Since 
most of the fluid flow is in the boundary layers which flow 
along lines of constant X and Y, problems of false diffusion 
arising from flow crossing the grid lines at large angles [14] 
are minimized. 

For representative values of the governing dimensionless 
parameters considered in this paper (Pr = 50, Ra = 108, Ste 
= 0.2, A = 2.5), it was observed in the experiments described 
in [15] that the velocity of propagation of the melting front 
was 0(3 x 10 ~6) m/s, which is several orders of magnitude 
smaller than the fluid velocities in the boundary layers on the 
vertical walls estimated to be 0(3 x 10"3) m/s. This suggests 
that the calculations of the melting front motion can be 
decoupled from the calculations of the natural convective 
flow in the melt region by dividing the process in a number of 
quasi-static steps. Within each quasi-static step, the melting 
front position, C(X,t) will be held fixed for calculation of the 
steady-state natural convection flow in the liquid phase. At 
the end of this calculation, the shape and motion of the 
melting front are recalculated before beginning the 
calculations of natural convection flow in the newly defined 
melted region for the next quasi static step. 

Arguing from experimental observations [3, 15] of typical 
melting front shapes, first and higher space derivatives of 
C{X,t) will be dropped from the equations governing natural 
convection in the melt region. It is estimated from ex
perimentally observed melting front shapes that this sim
plification will cause underprediction of the heat transfer to 
the melting front by less than 8 percent. Though C(X,f) is a 
function of time, its use in the steady state governing 
equations is legitimate due to the quasi-static nature of the 
solution procedure. 

We define v and v 2 , the Gradient and Laplacian 
operators in dimensionless computational space, as 

N o m e n c l a t u r e 

A = aspect ratio of the en
closure, equal to H/L 

c(x,t*) = dimensional distance of 
the melting front from the 
hot wall 

Cp = heat capacity of the liquid 
PCM 

/ = percentage of the volume 
of the enclosure in the 
liquid phase 

g = acceleration due to gravity 
Gr = Grashof number, based on 

the height of the en
closure, equal to 
g'P'AT'rf/v2 

H = height of the enclosure 
L =, width of the enclosure 

Nu = Nusselt number at the hot 

<?u* 

p 
Pr 

QF 

Ra 

Ste 

wall (average), equal to 

1 Vd'ii'dX 
Jo 

= Nusselt number at the 
liquid-solid interface 
(average), equal to 

1 Vd'ti'dX 
J melting 

front 

= pressure 
= Prandtl number of the 

liquid PCM, equal to v/<x 
- latent heat of fusion of the 

PCM 
= Rayleigh number, based 

on the height of the en
closure, equal to Gr»Pr 

= Stefan number, equal to 
C„-AT/QF 

TF 

T„ 

t* 
t 

U(V) 

x>X 
X,Y 

X,Y 

a 

P 
e 
V 

V 

= fusion temperature of the 
PCM 

= temperature of the hot 
wall 

= dimensional time 
= dimensionless time, equal 

tof'v/H2 

= vertical (horizontal) 
component of the velocity 

= dimensional coordinates 
= computational dimen

sionless coordinates 
= physical dimensionless 

coordinates 
= thermal diffusivity of the 

liquid PCM 
= expansion coefficient 
= dimensionless temperature 
= viscosity of the liquid 

PCM 
= gradient operator 
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Fig. 2(a) Computational grid 
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Fig. 2(b) Reference grid 
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Kdj2Hycix,t)fdPj 

(3) 

(4) 

where i and j are the unit vectors along A" and Y, respectively. 
The nondimensionalized, steady-state equations in these 
coordinates are 

continuity: v . V = 0 (5) 

momentum: (V« v )V= v 2 V - v p + G r 9 z (6) 

energy: (V- v )0 = (1/Pr) v 2 9 (7) 

where Gr is the Grashof number based on height, and z is the 
unit vector in the direction of gravity. The boundary con
ditions are: 

Top horizontal wall: X= 1; dQ/dX= 0, U= 0, dV/dX= 0 

(8«) 

Bottom horizontal wall: X=0; dQ/dX= 0,U=0,V=0 (86) 

Left vertical wall: y = 0 , 6 = 0.5, U=0, V=0 (8c) 

Right wall (melting front): Y= \/A; 9 = - 0 . 5 , t / = 0 , V=0 

(8c0 
In the experiments with paraffin described in [15] at the 
representative values of the governing parameters, the melting 
front velocity was 0(3 x 10 "6) m/s, causing the normal 
velocity imparted to the newly melted liquid layer, due to the 
10 percent decrease in PCM density on melting, to be 0(3 x 
10"7) m/s. This normal velocity is several orders of 
magnitude smaller than the velocities in the boundary layers 
on the vertical walls estimated at 0(3 x 10~3) m/s. 
Calculations carried put using the methodology of Kast [16] 
show that this small normal velocity can be safety neglected. 

The equation of motion of the melting front is solved in the 
following different dimensionless coordinate system (X,Y) 
defined as 

X=X=x/H (9) 

Y=y/H (10) 

In the foregoing orthogonal coordinate (equations (9-10)), 
the equation of motion of the melting front is 

dn/dt = { v9^n)Ste /Pr (11) 

where n is the local normal to the melting front, and dn/dt is 
the local velocity of the melting front along n. 

The thermal conductivity of the liquid phase does not vary 
appreciably with temperature for. paraffins [17] in the tem
perature range of interest (7> to about 7> + 25°C). The 
kinematic viscosity is temperature dependent, and its value at 
the mean temperature has been used. 

3 Numerical Solution Procedure 

The computations are begun by applying the classical 
Stefan solution (melting with pure conduction) so as to melt a 
small amount of PCM adjacent to the hot wall. This volume is 
small enough ( < 5 percent of PCM volume with A = 2 . 5 , and 
Ra = 107) that Ra t is much less than 104, the conduction 
limit. It has been computationaly ascertained that the further 
time-development of the melting simulation is not sensitive to 
the initially melted volume of this order. 

The rest of the simulation is carried out by dividing the 
melting process into a large number of quasi-static steps as 
explained earlier. In each quasi-static step, the heat transfer 
rate to the melting front obtained from the previous step is 
first used to obtain the new position of the melting front 
according to equation (11). Steady-state natural convection 
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flow in the newly defined cavity is then obtained 
numerically.The resulting temperature field in the melt region 
is used to obtain the new value of the heat transfer rate to the 
melting front for use in the next step. The simulation is ter
minated when 95 percent of the PCM has passed into the 
liquid phase. 

3.1 Simulating the Motion of the Melting Front. Each 
quasi-static step calculation begins with converting the 
connective heat flux at the cold vertical wall (Y-X/A wall in 
{X,Y) coordinates, equation (8d)) produced in the previous 
step, into the (X, Y) coordinates used for melting front 
propagation. The (X, Y) coordinates are preferred for 
calculating the melting front propagation, since they are 
rectilinear and orthogonal in the physical space, and thus the 
effects of melting front curvature on the melting front 
propagation are easier to analyze and approximate in these 
coordinates. The local Nusselt numbers obtained in the (X, Y) 
coordinates are interpolated at 60 equidistant points using a 
cubic spline fit to obtain a smooth and continuous estimate of 
the variation of Nu with distance along the melting front. The 
new position of the melting front at these 60 points is 
calculated using equation (11). Local convexity of the melting 
front, which if neglected would lead to an underestimation of 
the locally melted volume, is carefully taken into account in 
the calculation of the new position of the melting front. 

The Nu decreases very rapidly at early times when the melt 
region is small (see Fig. 6, also Fig. 2 of [10]). The simulation 

Sf-80 

-160 

0.5 
Dimensiontess horizontal distance, Y 

25x31 reference grid. 

o 12 x 20 unevenly-spaced grid. 

Fig.3 Comparison of computed temperature and velocity fields near 
midheight(x = 0.6) 

of melting front propagation requires special care in this 
period, since use of a large time step in the period of steeply 
declining Nusselt number can lead to an overprediction of the 
rate of melting front propagation. The problem is con
veniently solved by scaling the time step with the inverse of the 
average Nusselt number; when the Nu numbers are large (and 
rapidly decreasing), the time step is small, and when the Nu 
numbers are smaller (and more or less steady), the time steps 
are larger. It is found sufficient to so scale the time step (with 
the average Nu) as to melt 5 percent of the PCM volume in 
each quasi-static step. A smaller subdivision of the time step 
leads to substantially the same results, while a larger scaling 
produces quite different, large predictions for the melting 
rate. 

The finite enclosure size is taken into account by imposing a 
maximum limit on the value of C(X,t) 

Max(C(.X,t))<\.0 

The melting front propagation thus ends when it reaches the 
right, cold vertical wall of the enclosure. Since this wall is 
assumed isothermal at the fusion temperature, TF, this has no 
effect on the computation of the flow fields in the liquid phase 
except in so far as to affect the shape of the cavity defining the 
liquid region. The heat transfer to the melting front is 
recorded at every quasi static step; this amount, proportional 
to Nu*, decreases to 0 as the solid PCM disappears from the 
enclosure. 

After the new position of the melting front is obtained from 
equation (11), the melting shape function is again calculated 
using interpolation with cubic spline fits at the main grid 
locations, for use in the simulation of fluid flow in the liquid 
phase. 

3.2 Simulating the Fluid Flow in the Liquid Phase. For each 
quasi-static step, the coordinate transformation (1-2) is used 
to map the newly defined (nonrectangular) cavity onto the 
rectangular computational space. Equations (5-7) have been 
cast into a finite difference form, using the Patankar-Spalding 
differencing scheme [18], and solved with an alternating 
direction implicit (ADI) iteration procedure. The com
putational method is described in detail in [19]. Numerical 
predictions of natural convection flows in enclosures at high 
Ra numbers (106 < Ra < 1010), based on this method, have 
shown very good agreement [19-21] with published analytic, 
numerical, and experimental data. Staggered grids (displaced 
from the main grid by half a grid spacing in X and Y direc
tions) are used to define the U and V components of fluid 
velocity, while the temperature and pressure fields are 
evaluated on the main grid. Since the Y— coordinate has been 

f = 0.089 f = 0.158 f = 0.265 f = 0.333 

Fig. 4 Comparison of numerical simulation with experimental ob
servations of Hale and Viskanta [3]: present work; [3] 
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013 

Fig. 5 Time evolution of the melting front position 

unevenly scaled (with C(X,t) equation (2)), each vertically 
staggered grid line is scaled using the harmonic mean of the 
scaling used for its neighboring main grid lines. 

An unevenly spaced 20 x 12 grid (Fig. 2(a)) has been 
selected for use after solving a' test problem of high Ra 
convection in a rectangular enclosure (Ra = 109, A = 2.5, Pr 
= 50) and comparing the solution with that obtained with a 
specially constructed high resolution 31 X 25 grid, (Fig. 2(b)). 
The temperature and velocity profiles near midheight, 
predicted with the two grids, are compared in Fig. 3. The 
predictions show good agreement, particularly in the 
boundary layer regions, which are of main interest from the 
viewpoint of heat transfer at the vertical walls. The Nusselt 
number predictions for this problem were 58.5 and 58.0 with 
the two grids in Fig. 2(a), and 2(b). This agreement, and also 
the agreement between the local Nusselt number profiles, 
were considered sufficiently good to justify the use of the grid 
in Fig. 2(a) in the rest of the calculations in the interest of 
computational efficiency. 

Since the computational grid is curvilinear and nonor-
thogonal in the physical space, computations were performed 
to confirm that the predicted solutions conserve mass and 
energy. Calculations of flow in a steeply diverging channel 
(inlet: outlet: length = 1:2:5) conserve mass to within 1 
percent; energy is conserved to the same order in solutions for 
conduction in a trapezoidal wedge of this shape. 

For each quasi-static step, convective flow fields in the 
liquid phase are computed by iteratively solving equations 
(5-8) in the newly defined cavity. The velocity, pressure, and 
temperature fields and their fractional residues are printed out 
for each grid mode every 100 iterations. At convergence, 
typical residues are 0(10 ~4). On a UNIVAC 1100 machine, 
0(250) s of execution time, (0(1000) iterations), are needed to 
reach convergence for each convection calculation. At the end 
of every quasi-static step, the melting front shape function, 
C(X,t), the converged flow fields, and the resulting convective 
heat flux at the Y = l/A boundary are recorded. Since every 
quasi-static step melts 5 percent of the PCM volume, to melt 
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Fig. 6 Heat transfer from the hot wall as a function of time: heat 
transfer from the hot wall, Nu; heat transfer to the 
melting front, Nu* 

all the PCM needs about 5000 s of CPU time for UNIVAC 
1100. 
4 Results and Discussion 

4.1 Comparison With Experiment. The foregoing 
numerical scheme has been used for simulating the ex
periments with n-octadecane performed by Hale and Viskanta 
[3] with the same geometry and initial conditions as described 
in section 2 (Problem Definition). The authors of [3] have 
presented detailed information on the development of the 
melting front profile as a function of time. Strict agreement 
between the results of [3] and the predictions of the numerical 
simulations is not expected since the experiments involved 
significant heat losses from the side walls, and also deviations 
from adiabatic conditions on the top and bottom horizontal 
walls of the test cell, which is described below. 

The inside dimensions of the test cell of [3] were 14.6 cms 
high, 8.9 cms wide and only 2.2 cms deep. Thus, the hot and 
cold walls of the test cell were each 32.1 sq. cms, but ad
ditional uncontrolled losses could take place through the part 
of the four side walls (total area = 299 sq. cms) exposed to the 
melt, decreasing the heat deposited at the melting front. This 
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Fig. 7 Melting rates for enclosures of different aspect ratios having 
same AT 

cell was enclosed in a plexiglass air chamber that was initially 
set at TF, and maintained more or less at this temperature by 
the effect of the thermal mass of two additional water-filled 
heat exchangers located in it. The numerically predicted speed 
of propagation of the melting front is 37 percent larger than 
that observed experimentally; this difference appears to be 
acceptable in the light to the significant side wall heat losses 
reported in the experiment. 

Due to the limitations described above, melting front 
profiles have been compared when the same fraction of the 
solid had passed into the liquid phase, rather than comparing 
them at the same elapsed time. This comparison is a very 
sensitive test of the variation of Nu over height. The com
parisons, presented in Fig. 4, show excellent agreement over 
the central 85 percent of the melting front, where the effects 
from nonadiabatic horizontal walls are less important. To 
compare the simulation results with experiment at same 
elapsed time, a well controlled and carefully performed ex
perimental study needs to be undertaken. 

4.2 Predictions From Numerical Simulations. Predictions 
from the numerical simulations for two different enclosure 
aspect ratios (A = 2.44 and 5.25) are shown for two values of 
Ra (Ra = 108 and 109) in Fig. 5. The positions of the melting 
front at different dimensionless times have been indicated. 
The interpolation technique (described in section 3.1) gives 
remarkably smooth melting front profiles except near the top 
and bottom 5 percent of the enclosure height. It is found that 
changing the velocity boundary condition on the top 
horizontal surface from full slip (equation 8(a)) to a no slip 
does not significantly alter the predictions of the simulation 
regarding the melting front propagation, though the 
horizontal velocity profile near the top wall does change as 
expected. 

Variation with time of the Nusselt numbers on the hot wall 
(Nu), and on the melting front (Nu*), is shown in Fig. 6 for 
three different Ra numbers. Nu gives the heat transfer from 
the hot wall to the liquid PCM, while Nu* gives the heat 
transfer from the liquid PCM to the melting front. The 
difference between Nu and Nu* gives the heat deposited into 
the cold vertical wall (also at temperature TF) by the liquid 
PCM. As the melting front touches the cold vertical wall, the 
curves for ,Nu and Nu* begin to depart. Nu* begins to 
decrease rapidly as more and more heat is directly deposited 

into the cold vertical wall and less and less heat is deposited 
into the shrinking melting front. Finally, Nu* tends to 0 as the 
solid PCM surface exposed to the liquid vanishes. 

Each curve in Fig. 6 starts with a very large value of Nu and 
Nu* (= 0(200)) corresponding to an extremely narrow ver
tical cavity. As the cavity widens, the Nusselt numbers rapidly 
decrease till the cavity is wide enough to allow onset of 
convection. This slows down the decrease in the Nusselt 
numbers, and as convection is fully developed, the Nusselt 
numbers increase slightly again. At still later times, due to the 
increasing width of the melted region, the Nusselt numbers 
show a slight decline. In the Nu curve corresponding to the 
highest Ra number (109) in Fig. 6, one more oscillation is 
seen. The cause of this oscillation is not clearly understood at 
present. 

A thermal storage wall of a specified depth may be made up 
from several identical PCM-filled enclosures stacked on top 
of one another [15, 22]. A range of possible aspect ratios for 
the enclosures is possible. It is of practical interest to in
vestigate the influence of the aspect ratio, A, on the melting 
curve for such a case, since this has bearing on optimizing the 
dimensions of latent heat storage elements. Results from one 
such investigation are displayed in Fig. 7, where the fraction 
of PCM in the liquid phase is plotted against dimensionless 
elapsed time for three different values of A and Ra (with 
RaA43 being the same in all three cases). The results show that 
A has a strong influence on the melting curve, an increase in A 
from 1.13 to 5.25 causing a more than sixteenfold decrease in 
the time required to melt 80 percent of the PCM. 

4.3 Sensitivity of Numerical Results. Some variation in the 
Nu profile predicted with different grids was observed in spite 
of the care taken to resolve the boundary layers. This 
variation was the largest (10 percent) for low A enclosures (A 
= 1.15) at lower Ra values (107). This is probably due to the 
highly uneven stretching of the Y-coordinate needed to 
simulate the melt cavity in low A enclosures. At higher A 
values and higher Ra numbers, the Nu variation was very 
small (< 1 percent). The numerical procedure described 
herein thus begins to break down for value of A close to 1, 
and some other approach (such as orthogonal curvilinear 
coordinate generators) will have to be employed for that range 
of A. 

5 Conclusions 

In many applications of PCM thermal storage the Ra 
numbers in the melt region are very high (106 < Ra < 109), 
and almost all the heat transfer through the liquid phase is by 
laminar natural convection in the melt. A two-dimensional 
numerical simulation model has been described that gives 
predictions in good agreement with the experimentally ob
served shape of the melting front for this range of Ra and for 
A < 1. The numerical model has been used to investigate the 
influence of Ra and A on the melting behavior of PCM in a 
two-dimensional rectangular enclosure with adiabatic 
horizontal walls and with one vertical wall at fusion tem
perature, and the other vertical wall at a higher temperature 
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The Effect of Entrainment 
Temperature on Jet Impingement 
Heat Transfer 
An experimental study was done to determine the effect of entrainment temperature 
on the local heat transfer rates to single and multiple, plane, turbulent impinging air 
jets. To determine the effect of entrainment of the surrounding fluid, the single jet 
issued into an environment at a temperature which was varied between the initial 
temperature of the jet and the temperature of the heated impingement plate. An 
analytical model was used to correlate the measured heat transfer rate to a single jet. 
The effect of the entrainment temperature in a single jet was then used to analyze 
the effect of entrainment from the recirculation region between the jets of a jet 
array. Using the measured temperature in the recirculation region to include the 
effect of entrainment, the single jet correlations were successfully applied to 
multiple jets. 

Introduction 
When a jet issues into an environment which is at a tem

perature different from that of the jet, the entrainment of the 
fluid in the environment surrounding the jet will affect the 
temperature distribution of the jet. This thermal entrainment 
affects the heat transfer from a surface to an impinging jet 
whenever the initial temperature of the jet differs from the 
temperature of the surrounding environment. The effect of 
thermal entrainment on the heat transfer to a single, plane, 
turbulent impinging jet was investigated analytically in [1]. 
Because of the entrainment of spent fluid in the recirculation 
region between the jets, thermal entrainment is an inherent 
component of jet arrays. It was demonstrated that if the effect 
of thermal entrainment was considered, the heat transfer to 
jet arrays in many cases could be accurately modeled with a 
single jet model. 

Most of the experimental studies on the heat transfer to a 
single, plane, turbulent impinging jet are for the case when the 
environment is at the same temperature as the jet [2-4]. Schuh 
and Petterson [5], Saad et al. [6], Gardon [2], and Martin [4] 
have presented heat transfer results for plane multiple jets, 
but they did not consider the effect of thermal entrainment. 
Martin [4] did mention the possible effect of entrainment for 
multiple jets but assumed that it was negligible in his 
measurements. Gardon and Akfirat [2] and Martin [4] found 
that the average heat transfer coefficient for a jet array was 
lower than the corresponding average heat transfer for a 
single jet. 

Two investigations have considered the effect of thermal 
entrainment on the heat transfer to a single impingment jet. 
Vlachopoulos et al. [7] obtained empirical expressions for the 
heat transfer from a single, hot axisymmetric impinging jet 
issuing into a cool environment. Schauer and Eustis [8] in
vestigated the heat transfer to a single plane impinging jet 
issuing into (/) an environment at the same temperature as the 
jet and (if) an environment at the same temperature as the 
surface. To develop expressions for environment tem
peratures between these two extremes, the two cases were 
superposed. Schauer and Eustis did not experimentally in
vestigate the heat transfer for the intermediate environment 
temperatures, nor did they compare the results for case 1 and 

case 2. Only results for very large impingement heights, h/b0 
= 40, were presented. At these large impingement heights, 
most of the entrainment occurs in the free jet. For the smaller 
impingement heights considered here, 6 < h/b0 < 25, en
trainment in the wall jet is also significant. 

The present paper gives the details of an experimental 
investigation of thermal entrainment effects. The results are 
compared with an analytical model developed by the authors 
and described in an earlier publication [1]. In addition, the 
effect of entrainment on multiple jet heat transfer is con
sidered in more detail. 

Analytical Model 
The analytical model developed in the earlier paper [1] used 

a dimensionless entrainment factor, F, to specify the 
boundary conditions. 

T—T 
T:-Tw 

When the temperature of the environment, Tx, equals the 
initial temperature of the jet, Th F = 0 and thermal en
trainment does not affect the heat transfer. When the tem
perature of the environment equals the temperature of the 
surface, Tw, F = 1 and thermal entrainment has the 
maximum effect on the heat transfer. 

Analytical models for the heat transfer in the impingement 
and wall jet regions were developed for boundary conditions 
corresponding to F = 0 and F — 1. To obtain solutions for 
intermediate values of F, the F = 0 and F = 1 solutions were 
linearly superposed. Series solutions to the laminar 
momentum equation were used in the impingement region. A 
one-constant algebraic turbulence model was used to obtain 
similarity solutions to the momentum and energy equation in 
the inner and outer regions of the wall jet (two-layer model). 
The heat transfer coefficient is referenced to the difference 
between the initial temperature of the jet, Th and the wall 
temperature, Tw. 

In the impingement region the model gives 
Q,c, bn _ ,— / b \ 3 M 

N u • ' • 
IT -T ̂ rL64CMi) 
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[ [ 1 - 2 . 8 9 ( f ) > - f t + C M / f [ l - 3 . 8 6 ( f ) > ] « > 

prescribed for X/h < 0.34. C7 is a parameter which accounts 
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Fig. 1 Experimental apparatus: (A) air flow from blower (B) plenum (C) 
flow straighteners (D) screens (E) side heater (F) thermocouple probe 
(G) orifice plate (H) plate assembly (I) slider mechanism (J) four-sided 
enclosure (K) removable end 

for the effect of turbulence on the heat transfer in the im
pingement region. Values of C7 are presented in the earlier 
paper [1] as a function of Re and hlb0. The values range from 
1.2 at Re = 5000 and h/b„ = 6 up to 2.6 at Re = 40,000 and 
h/b0 = 13. Cj is the free jet temperature decay, and a value 
ofC, = 2.13 was used. 

In the wall jet region the model gives 

Nu„ 
{Tw-T,)k 

= 0.00174 C j R e . ^ - ^ ( 1 - F ) + 4 . 8 5 C 5 ^ 
X 
°-F\ 
< J (3) 

prescribed for X/h > 0.34. As used in equation 3, C3 and C5 

are the maximum velocity and temperature decays, respec
tively. Values of C3 and Cs are given in the earlier paper [1] as 
a function of slot width. For the 15-mm slot, C3 = 2.78 and 
C5 = 0.236. For the 3-mm slot, C3 

The turbulence constants Cu C3, and C5 result from the eddy 
diffusivity modeling and can be related directly to the 
macroscopic flow parameters. 

Experimental Apparatus and Procedure 

Figure 1 shows the apparatus used to determine the Nusselt 
number distributions. Air flow from the blower (A) was 
controlled by a blocking plate upstream of the plenum. The 
flow entered the plenum (B), passed through screens (D) and 
flow straighteners (C) (0.6-cm-dia by 19-cm-long plastic 
drinking straws), and left the plenum through the orifice in 
the orifice plate (G). The exit velocity of the jet was deter
mined from the pressure drop across the orifice, which was 
measured with a water manometer. No measureable velocity 
fluctuations were observed during a test. The initial tem
perature of the jet was measured with a thermocouple just 
upstream of the orifice. The jet flow from the orifice then 
impinged on a heated plate assembly (H), which was mounted 
in a four-sided enclosure (J). The side walls of the enclosure 
helped to ensure the two-dimensionality of the flow. 

The four-sided enclosure was fitted with removable ends 
(K). The ends were perforated to allow the flow to escape with 
a negligible pressure drop across the ends. When the en-
trainment factor for a single jet was to be zero, the ends were 
left off. When the entrainment factor for a single jet was to be 
greater than zero, the ends were attached and the side heaters 
(E) were turned on to increase the temperature in the en
closure above the initial temperature of the jet. For multiple 
jet tests, the ends were attached and the side heaters were used 
only to maintain the air in the enclosure outside the end jets at 
the same temperature as the air in the recirculation region 
between the jets. This was done to eliminate end effects and 
better approximate the situation which would be encountered 
in a large jet array. The temperature of the environment 
surrounding the jets was measured with a thermocouple probe 
(F). The temperature of the environment surrounding a single 
jet was uniform to within 1°C. An example of the tem
perature distribution in the recirculation region between the 
jets of the jet array is given in the results. To experimentally 
determine F for multiple jets, the temperature in the recir
culation region was measured midway between the orifice 
plate and the impingement surface, where the temperature 
was uniform to within 1 °C. 

N o m e n c l a t u r e 

b 

c7 

cd = 
CP = 

E = 
f = 
F = 
h = 

hc = 

hm = 

h = 
K = 

Kc = 
K2 = 

L = 
Nu = 

Nuav = 

WJ 

Pr 

actual slot width 
effective slot width, equation (4) Nu 
wall jet velocity decay rate, equation (3) Nus, 
wall jet temperature decay rate, equation (3) Nu 
parameter used to account for the effect of tur
bulence on the heat transfer in the impingement 
region, equation (2) 
discharge coefficient 
specific heat of air gact = 
output voltage of heat flux gage, equation (A3) ^cal = 
gage calibration factor, equation (A4) r = 
entrainment factor, equation (1) R = 
impingement height t = 
corrected heat transfer coefficent from the gage, Tc = 
equation (A2) T, = 
heat transfer coefficient from manufacturer's Tw = 
calibration, equation (A5) Tm = 
Bessel function, equation (Al) V0 = 
thermal conductivity of air X = 
thermal conductivity of constantan 
thermoelectric constant for copper-constantan X = 
half length between jets of the jet array 
Nusselt number v = 
average Nusselt number, equation (B5) p = 

impingement region Nusselt number, equation (2) 
stagnation point Nusselt number 
wall jet region Nusselt number, equation (3) 
Prandtl number 

Vnbn 
Re = Reynolds number, 

plate heat flux 
calibration heat flux, equation (A4) 
radial distance from gage center 
gage radius 
gage disk thickness 
temperature at gage center 
initial temperature of jet 
temperature of isothermal plate 
temperature of environment surrounding the jet 
initial velocity of jet 
coordinate parallel to plate with origin at the 
stagnation point 
parameter defined by equation (A2), dimen-
sionless 
kinematic viscosity 
density 
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Table 1 Discharge coefficients for slot orifices 

Orifice Mean 
bo 

(mm) 
Standard 

deviation of Ca 
Number Re 
of tests X 1CT 

15-mmslot 0.736 11.0 0.010 
10-mmslot 0.693 6.93 0.017 
5-mmslot 0.709 3.55 0.026 
3-mmslot 0.703 2.11 0.014 

9 
12 

1.5-1.7 
1.3-1.5 
0.7-1.2 
0.6-1.0 

The orifice plates were constructed from 1.6-mm aluminum 
sheet. The slots were milled to produce a clean edge. Four 
single-slot orifice plates were machined with slots 3-, 5-, 10-, 
and 15-mm wide by 170-mm long. The discharge coefficient 
of each slot was measured by using a measured flow of carbon 
dioxide as a tracer gas and measuring the concentration of 
carbon dioxide in the fully mixed stream with an infrared gas 
analyzer. One jet array was constructed by adding an idential 
slot spaced 99-mm from the 3-mm center slot on both sides of 
the 3-mm single slot. The discharge coefficients of the outside 
slots were not measured since all heat transfer measurements 
were taken for the center slot only. The distance between the 
orifice plate and the impingement plate was adjusted by using 
spacers of various heights. 

The impingement plate was constructed from a 15- by 36-
cm piece of 12.7-mm-thick aluminum. The heat flux from the 
plate was measured with a Gardon type [9, 10] heat flux gage 
mounted in the center of the plate flush with the plate surface. 
The gage was 3-mm in diameter and was manufactured by 
Medtherm Corp., Huntsville, Alabama. The manufacturer's 
calibration was corrected for use in a convective heat transfer 
situation by the method given in Appendix A. The gage's view 
of the side heaters was obstructed by the orifice plate so the 
gage was shielded from radiative heat transfer with the side 
heaters. 

Lateral variations in the plate temperature were measured 
with thermocouples embedded in the plate 7.6 and 15.7 cm 
from the center along the length and 2.5 cm from the center 
along the width of the plate. The surface temperature was 
measured with a thermocouple mounted on the heat flux gage 
0.13 mm from the surface. During the course of a test, the 
surface temperature at the gage varied less than 1°C. The 
maximum lateral temperature variation was less than 3°C. 
The plate temperature was typically 20 °C above the initial 
temperature of the jet. All temperature measurements were 
made with a digital thermocouple readout calibrated to 
± 0.05°C. 

The plate was heated from the bottom with a resistance mat 
heater coated with silicone rubber. The plate and heater 
assembly was insulated on the sides and bottom with 1.3 cm 
of foam insulation. The energy input to both the plate heater 
and the side heaters was adjusted with Variacs. 

The plate assembly and thermocouple probe were mounted 
on a slider (I) so that they could be traversed across the flow 
by a screw drive. The slider was equipped with a resistance 
strip so that the plate position could be converted to an 
electrical signal. A d-c voltage was applied across the strip and 
the output voltage was applied to one axis of an X— Y 
recorder. The output from the heat flux gage or the ther
mocouple probe was amplified and applied to the other axis 
of the X— Y recorder. Thus, as the plate was traversed across 
the flow, a profile of the heat flux or environment tem
perature was obtained. Discrete measurements were taken 
from the heat flux profiles and used to determine the heat 
transfer coefficients at discrete locations. These values were 
then used for the comparison of the analytical model with the 
experiments. 

Results 

The measured discharge coefficients are given in Table 1 

A 3mm SLOT 

ANALYSIS 

P-= 15.6 F=0 

R e = 4 2 5 0 

I 2 

X 
h 

Fig. 2 Nusselt number distribution for a single-jet when F = 0 

O 15mm SLOT 
— ANALYSIS 

bo 
Re = l8IOO 

Fig. 3 Nusselt number distribution for a single-jet when 0 < F < 1 
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0 

Fig. 4 Nusselt number distribution for a single-jet when F = 1 

along with the Reynolds numbers. Variation of the Reynolds 
number by ± 50 percent produced no significant changes in 
the measured discharge coefficients. Thus, a mean value of 
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10 mm SLOT F=0.8 

ANALYSIS F=0 
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Re= l6200 

8.4 

h 
Fig. 5 The significance of thermal entrainment on jet impingement 
heat transfer for a single Jet 

0 Cadek 6mm nozzle 
k Cadek 19mm nozzle 

D Martin 2mm,5mm,IOmm nozzles 
0.8 h k _. n , , 

Q Gordon 3mm,6mm nozzles 

0.6 

0.2 -

O Present study 15 mm slot 

A Present study 3 mm slot 

Fig. 6 Comparison of stagnation point Nusselt numbers for single 
jets when F = 0 

the discharge coefficient was used to define the effective slot 
width, b0, for each slot 

bn = CHb (4) 

where b is the actual slot width. 
The values of the parameters in the analytical correlations 

for the Nusselt number are presented and discussed in [1]. 
Using these values of the parameters, the analytical 
correlations are compared to the measured Nusselt number 
distributions. A total of 100 single jet Nusselt number 
distributions were measured for 0 < F < 1, 3000 < Re < 
40,000, and 6 < hlb0 < 25. Figure 2 shows one example of 
the measured and analytical Nusselt number distributions for 
a single jet when F = 0. Figure 3 shows a comparison between 
the measured and analytical Nusselt number distributions for 
a single jet at intermediate values of F. Figure 4 compares the 
measured and analytical Nusselt number distributions 
when F = 1. Because the value of h/b0 was always greater 
than 6.0, no secondary peaks were recorded or predicted in 
the impingement region. 

To show the significance of thermal entrainment on jet 
impingement heat transfer, data were taken for a single jet at 
the same Reynolds number and impingement height for two 

or 
=5 

2 5 mm 

h = 5 3 mm 

F = 0 . I 6 
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Fig. 7 
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Fig. 8 Nusselt number distributions for multiple jets 

different values of the entrainment factor. Figure 5 shows an 
example of the significance of thermal entrainment. 

As a check on the validity of the measured Nusselt numbers 
for single jets, the stagnation point Nusselt numbers for F = 0 
determined in the present study are compared with those of 
other investigators. Figure 6 shows the stagnation point 
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Nusselt number data for the 3- and 15-mm slots along with 
similar measurements from [2, 3,4]. Differences in the initial 
turbulence levels of the jets, due to differences in slot width, 
supposedly cause the Nusselt number to be dependent on slot 
width [2]. The data did show this dependence with the data 
from the 3- and 15-mm slots representing the low and high 
Nusselt number at a given impingement height and Reynolds 
number. The data of Cadek and Zerkle [3] also shows a 
similar dependence on slot width. 

In applying the single-jet model to multiple jets, the 
assumption of a constant environment temperature 
surrounding the jets was employed. To test this assumption, 
temperature distributions in the recirculation region were 
recorded at several heights above the plate surface. Figure 7 
shows an example of the temperature distribution around the 
jet. Near the plate surface, a temperature peak occurs when 
the two adjacent wall jets collide and the boundary layer 
separates from the plate. However, apparently due to the high 
degree of mixing in the recirculation region, the temperature 
becomes uniform a short distance above the plate. 

A total of 15 Nusselt number distributions were measured 
for the multiple jet array with three 3-mm slots (b0 = 2 . 1 1 
mm) and b0/L = 0.0426 (2.1 percent open area) for 2700 < 
Re< 6000 and 6 < h/b0 < 25. Figure 8 shows two examples 
of the comparison between the measured Nusselt number 
distributions for multiple jets and the analytical corrrelations 
developed for single jets. The significance of entrainment on 
the multiple jet heat transfer is examined in the discussion. 

Discussion 

As can be seen in Figs. 2, 3, and 4, the agreement between 
the data and the correlations for the heat transfer to a single 
jet is the best at smaller values of F. Two factors account for 
the poorer agreement when Fis near one. As F increases, the 
magnitudes of the terms in equations (2) and (3) which are 
multiplied by F increase. Since these terms contain some 
experimentally determined parameters (C[ and C5), the 
significance of the uncertainties in these terms on the value of 
the Nusselt number increases as F increases. The second 
factor affecting the agreement between the data and the 
correlations at high values of F arises because of the manner 
in which F was controlled. To obtain high values of F for 
single jets, the temperature of the environment must approach 
the plate temperature. To avoid large heat losses through the 
enclosure which would decrease F, the difference between the 
plate temperature and the initial temperature of the jet had to 
be kept small (typically 5°C for F = 1). The lower tem
perature difference between the jet and the surface and the 
high values of F combined to give lower heat flux rates which 
increased the uncertainties in the heat flux measurements. 

At values of F near 1, the correlations for the impingement 
and wall jet regions do not merge. This lack of continuity 
between the correlations points out the difficulty of modeling 
the region where the flow undergoes a transition from the 
laminar type flow in the impingement region to the turbulent 
flow in the wall jet region. Cadek and Zerkle [3] also mention 
the difficulty of modeling the flow in this transition region. 

Figure 6 shows a comparison of the measured transfer at 
the stagnation point with that of three other investigations 
for F = 0. Although there is some scatter in all of the results 
due to differences in slot width and Reynolds number, there 
appears to be good agreement between the present results and 
these values from the literature. The results in the wall jet 
region (as illustrated in Figs. 2 and 5) also were in good 
agreement with the literature values [2-4]. 

Comparison with literature values was much more difficult 
in the F > 0 cases. The only results found in the literature 
with a recorded value of F > 0 were a few measurements by 
Schauer and Eustis [8] at F = 1. Although their values of 

hlb0 were much larger than those used here, extrapolation of 
the present results are consistent with their findings. 

For large arrays of multiple jets, the value of F will be 
determined by the air flow rate, the jet to jet spacing, and the 
heat transferred from the plate. Values of F for a large array 
of multiple jets can be determined using a simple energy 
balance, which is presented in Appendix B. The result for this 
energy balance gives 

- Nuav (2L\ 
F= — - ( — ) (5) 

RePr V b0 ) W 

where Nuav is the average Nusselt number over the length, L, 
and is obtained by integrating the analytical correlations. 
Equation (5) and the expression for Nuav (equation (B5)) form 
a linear set of two equations which can then be solved for F. 

As the spacing between the jets increases (less open area), 
the entrainment factor will increase. Moreover, for larger 
spacing between jets, the wall jets are longer and thus entrain 
more fluid. Large impingement heights will also increase the 
effect of thermal entrainment because of increased en
trainment in the free jet. Figure 5 illustrates these two main 
points that (/') thermal entrainment can have a significant 
effect on the heat transfer at the stagnation point because of 
entrainment in the free jet and that (//) the significance of 
thermal entrainment increases as the jet spreads out into the 
wall jet region and continues to entrain fluid. At the end of 
the wall jet region shown in Fig. 5 (X/h = 1.5), thermal 
entrainment has decreased the heat transfer for the F = 0.8 
case to nearly half of that for the corresponding F = 0 case. 

Comparison of the multiple jet results in Fig. 8 with the 
single jet results shows that the agreement between the 
analysis and measurements for multiple jets is as good as that 
for single jets. Moreover, this was true for all of the fifteen 
multiple jet tests measured. The difference in fit between the 
two cases shown in Fig. 8 was indicative of the variation 
between theory and experiment for both the single and 
multiple jet tests. This was attributed to the experimental 
uncertainties described earlier. Therefore, by including the 
effect of F, the heat transfer coefficients from multiple jets 
were found to be equal to those from single jets at the same 
conditions. 

Consequently, the single-jet analysis can be applied with 
equal accuracy to multiple jet heat transfer for these con
ditions. For the values of F < 0.3 normally encountered in 
multiple-jet heat transfer, the correlations for the local heat 
transfer can be expected to be within 30 percent at a con
fidence level of 90 percent at all values of X. Values for the 
average Nusselt number, although not measured in this study, 
would be expected to be much closer. 

The midline between jets is marked on the plots in Fig. 8. 
The model does not include any effects of jet interaction at 
this point. Consequently, the analytical curves simply in
tersect at the midline. Indeed, no pronounced changes in 
transfer were measured around the midline. Apparently, the 
velocity in the wall jet has decreased enough by this point so 
that any interaction effects are negligible. Other investigators 
[2, 11] have reported significant increases in the transfer at the 
midline, but these occurred only when using much smaller jet 
spacings. 

One of the ramifications of the entrainment temperature 
effect is the importance of controlling the temperature 
boundary conditions in both single and multiple jet tests. 
Laboratory experiments with multiple jets usually are of 
small size, consisting only of a few jets. Therefore, en
trainment of room air, if not controlled, can lead to 
significant alteration of the entrainment temperature and 
consequently the measured heat transfer. In addition, because 
entrainment temperatures have not been previously reported, 
comparison of average measurements with equation (B5) are 
difficult. 
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For multiple jets, the additional effect of crossflow may 
also need to be considered. Crossflow was minimized in this 
study because the flow exits the flow field symmetrically 
from the center jet for which the measurements were taken. In 
addition, the exhaust velocities are low relative to the jet 
velocities. 

The initial jet velocities were less than 50 m/s (M < 0.15), 
so compressibility effects were negligible. At these low Mach 
numbers the temperature drop across the orifice is also 
negligible. 

Conclusion 

Local heat transfer rates were measured for single and 
multiple, plane, turbulent impinging air jets. To determine the 
effect of thermal entrainment on single jets, results were 
obtained for jets issuing into an environment which was 
varied between the initial temperature of the jet and the 
temperature of the heated impingement plate. The single jet 
results were correlated with an analytical model. Results were 
then obtained for multiple jets, where thermal entrainment is 
important because of entrainment of the spent air in the 
recirculation region. Using the measured temperature in the 
recirculation region, the single jet model was successfully 
applied to multiple jets. For the impingement heights tested 
(less than 25 slot widths) entrainment effects were most 
pronounced in the wall jet region. 
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A P P E N D I X A 

Heat Flux Gage Correction 

Two factors must be considered when using a Gardon gage 
for measuring convective heat transfer. 

1 Nonuniform heat flux across the gage 
2 Disturbance of the thermal boundary layer growth due to 

the nonisothermal gage surface 

The effect of nonuniform heat flux arises because the gage 
is calibrated by radiation with a uniform heat flux condition 
which is not affected by the gage temperature distribution. In 
a convective heat transfer situation, the assumption of a 
constant heat transfer coefficient is more reasonable. 

With the assumption of radial heat flow in the gage surface 
and a constant heat transfer coefficient, the gage surface 
temperature is given by a Bessel series solution 

T~Ta 

/0(X) 

where 

X2 = 
R2hc 

~KJ~ 

(Al) 

(A2) 

Kc is the thermal conductivity of constantan, t is the gage disk 
thickness, hc is the heat transfer coefficient, and R is the gage 
disk radius. The effect of this temperature distribution on the 
measured heat flux is approximated as follows. 

The gage output voltage is linearly proportional to the 
difference between the center and edge temperature of the 
disk as 

E = K2(TW-TC) (A3) 

where K2 is the thermoelectric constant for copper-
constantan. The calibration heat flux is linearly related to the 
output voltage of the gage as 

where the parameter / is the manufacturer's calibration 
factor. The heat transfer coefficient based on the 
manufacturer's calibration is 

h„,= 
QaA (A5) 

T —T 

The gage heat flux is found by integrating the gage surface 
temperature distribution across the gage surface using the first 
two terms of the Bessel series 

1 + X2/8 
qg=hATw-Tx)T^JJ-A (A6) 

The ratio of the two heat transfer coefficients is then ex
pressed as 

K = i_ 
h„, 

1 

(A7) 

For the manufacturer's calibration of / = 2.38 x 10~5 

mV/W/m2 and K2 = 0.042 mV/°C for copper-constantan, 
equation (A7) is rewritten as 

1 
h„ 

(A8) 

W/m 2°C 

where hc and hm have units of W/m 2°C. Thus, the actual 
heat transfer coefficient is greater than that which would be 
determined from the manufacturer's calibration. The 
measured heat transfer coefficients obtained in this in
vestigation were as large as 350 W/m 2°C and consequently 
hc/hm was as large as 1.25. 

The effect of the nonisothermal gage on the development of 
the thermal boundary layer has been investigated analytically 
by Woodruff [12]. In the region where the wall jet boundary 
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Fig. 9 Control volume for the determination of F for multiple jets 

layer is fully developed, the effect of the nonisothermal gage 
on the heat transfer coefficient is less than 3 percent for the 
heat transfer coefficients obtained in this investigation. Thus, 
the effect of the nonisothermal gage on the development of 
the thermal boundary layer is neglected. 

A P P E N D I X B 

Determination of F for Jet Arrays 

The entrainment factor for a jet array can be determined 
with a simple energy balance on the control volume shown in 
Fig. 9. The assumptions are: 

1 The air in the recirculation region is at a uniform tem
perature. 

2 All the air exits from the right side of the control volume 
as shown. 

3 The air leaving the control volume is at a uniform 
temperature equal to that of the air in the recirculation region. 

4 All surfaces except the surface of the impingement plate 
are adiabatic. 

The energy balance states that the increase in the enthalpy 
of the air as its passes through the control volume must be 
equal to the heat transferred from the plate 

pcpv0b0 
(Taa-T,)=qML (Bl) 

Combining this with the average heat transfer coefficient for 
the plate surface 

^ N u a 

(^,-r,) (B2) 

yields 

pCB V,b0 # N u a v 

*—?—-° ° <Tm-Ti)= u
 av (TW-T,)L (B3) 2 v~™ " " b_ 

Consequently, the entrainment factor can be expressed as 

F= 
T. — T 

T -T 

Nuav /1L-

RePr V bn > 
(B4) 

The average Nusselt number is obtained by integrating the 
analytical correlations (equations (2) and (3)) over L. 

Nuav = 1.64C7 VRe WY 
0.289 C, -

302 — (\-F) + 

+ L^ h J 

r fb~0 ( /0 .34/i \ 
0.00174 C3 Re12^ -j- ( l - ^ — — J(1 -F) + 

"".(SrMds)'] (B5) 

Equations (B4) and (B5) form a set of two linear coupled 
equations which can be solved directly for F. 

Because of the additional heat gain from the side heaters, 
the use of this procedure for the jet arrays used in this study 
produced values of F that were 20 to 40 percent lower than the 
measured values of F. For large jet arrays, this calculation 
would be expected to give accurate values of F because of the 
minimal end and side effects. 
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Heat Transfer Characteristics for 
Jet Array Impingement With initial 
Crossflow 
Two-dimensional arrays of circular air jets impinging on a heat transfer surface 
parallel to the jet orifice plate are considered. The jet flow, after impingement, is 
constrained to exit in a single direction along the channel formed by the jet orifice 
plate and the heat transfer surface. In addition to the crossflow that originates from 
the jets following impingement, an initial crossflow is present that approaches the 
array through an upstream extension of the channel. The configurations considered 
are intended to model the impingement cooled midchord region of gas turbine 
airfoils in cases where an initial crossflow is also present. A major objective is 
determination of the effect of initial crossflow air temperature relative to jet array 
air temperature on impingement surface heat fluxes. Dimensionless adiabatic wall 
temperatures and Nusselt numbers resolved to one streamwise jet hole spacing were 
experimentally determined for ratios of initial crossflow rate to total jet flow rate 
ranging from zero to unity. These results are presented and discussed relative to the 
flow and geometric parameters. 

Introduction 
The most critical areas in modern high-performance gas 

turbine engines from the viewpoint of thermal exposure are 
the first-stage airfoils, both stator vanes and turbine blades. 
For an internal cooling scheme the large external heat loads 
require high heat transfer coefficients between the cooling air 
and inner surface of the airfoil. An impingement-cooled 
arrangement is often the choice because of the high heat 
transfer coefficients possible and the capability of placing jets 
in patterns dictated by the external thermal loading. A typical 
midspan arrangement of circular jets is shown in cross section 
in Fig. 1. The drop-off in external load behind the leading 
edge eliminates the need for new cooling jets in this region and 
the leading edge coolant flows around to become a separate, 
or initial, crossflow to the midchord jet array. Alternate types 
of arrangements do not include the presence of an initial 
crossflow approaching the midchord jet array. It should be 
recognized, however, that crossflow is always present 
downstream of the first row of the midchord array, whether 
or not a separate initial crossflow is imposed. The geometry of 
the airfoil application dictates that all of the jet flow will exit 
in the chordwise direction toward the trailing edge. This fact 
has stimulated much of the prior work on the effects of 
crossflow on confined jets, as typified by [1-9]. 

Earlier work by the authors was directed at modeling 
uniform arrays in cases where an initial crossflow is not 
present [6, 7, 8]. More recently, the study was expanded to 
consider the effects of initial crossflow, including the effect of 
an initial crossflow temperature which is elevated above the 
jet temperature. The latter condition is of considerable im
portance. The designer is often faced with an initial crossflow 
temperature that is substantially above the midchord jet 
temperature because of heat pickup in the leading edge region. 
Confident design can be achieved only if the designer knows 
the proper effective coolant temperatures and heat transfer 
coefficients to use in the region where the initial crossflow 
penetrates into the midchord array. To date, there appears to 
be little or no information in the literature on the effect of 
initial crossflow rate and temperature relative to jet flow rate 

and temperature on heat transfer characteristics of two-
dimensional jet arrays. 

This paper reports some results of the present study in
tended to respond to this need. Heat transfer coefficients and 
adiabatic wall temperatures resolved to one streamwise hole 
spacing were experimentally determined for uniform rec
tangular arrays of circular jet orifices with an initial 
crossflow. The arrays are intended to model the types of 
midchord cooling arrangements illustrated schematically in 
Fig. 1. Streamwise and spanwise hole spacings, expressed in 
jet hole diameters (x„/d, y„/d) were (5, 4), (5, 8), (10, 4), and 
(10, 8). Each array had 10 spanwise rows of holes. The jet 
plate-to-impingement surface spacings (z/d) were 1, 2, and 3 
hole diameters. The configuration with (xn/d, y„/d, z/d) = 
(5, 4, 3) was also tested in a staggered hole pattern. Most tests 
were conducted with a nominal mean jet Reynolds number 
Re, of 104. The ratio of initial crossflow rate to total jet flow 
rate (mc/mj) was set at nominal values of 0.2, 0.5, and 1.0 for 
each geometry with a reference test at zero initial crossflow 
also included. Both Nusselt numbers and dimensionless 
adiabatic wall temperatures are presented and discussed in 
relation to the flow and geometric parameters. Flow 
distribution effects associated with the presence of an initial 
crossflow were previously reported in detail in [11]. 

Initial Crossflow Experimental Facility 

The basic test model geometry and nomenclature are shown 
schematically in Fig. 2. The flow region of primary interest is 
that bounded by the jet exit plane and the impingement 
surface. The length (L) of this region is considered to extend 
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Fig. 1 Impingement cooled airfoil—midchord jet arrays subject to 
initial crossflow 
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from one-half a streamwise hole spacing (x„/2) upstream of 
the first spanwise row of holes to the same distance down
stream of the last row. The total crossflow rate approaching a 
given row is equivalent to the initial crossflow rate (mc) 
combined with the total jet flow introduced upstream of that 
row. 

The basic experimental facility was that originally used for 
a comprehensive series of noninitial crossflow tests [6, 7, 8], 
but set up in a modified form it is suitable for conducting tests 
with initial crossflow. A complete description of the original 
facility may be found in [10]. Here a description of the facility 
in the initial crossflow configuration will be given. For the 
convenience of the reader certain basic features previously 
described in detail [10], will also be noted. 

A cross-sectional view of the arrangement is shown in Fig. 
3. There are two plenum chambers, each with two sections of 
porous plenum packing supported by screens, supplied in
dividually with dried and filtered laboratory compressed air, 
one for introducing air to the main jet plate and one for in
troducing the initial crossflow air to the channel. An electric 
resistance heater (not shown) in the line immediately upstream 
of the initial crossflow plenum permits independent control of 
the initial crossflow air temperature at levels above the jet 
plenum air temperatures. The initial crossflow was introduced 
to the channel through two spanwise rows of jet holes. The 
main jet plates, each with 10 spanwise rows of holes, are 
interchangeable. The plenum/jet plate assembly was mounted 
over the test plate unit (impingement plate) through in
terchangeable spacers which fixed the channel height (i.e., the 
jet exit plane-to-impingement surface spacing). The spacers 
also formed the upstream end-surface and side walls of the 
channel, thus constraining the initial crossflow and the jet 
flow to discharge in a single direction to the laboratory en
vironment at atmospheric pressure. The test plate unit con
sists of a segmented copper heat transfer test plate with in
dividual segment heaters, the necessary thermal insulation, 
and the test plate support structure. The segmented design 
provides for control of the streamwise thermal boundary 

IMPINGEMENT PLATE 

Fig. 2 Initial crossflow basic test model geometry and nomenclature 

condition at the heat transfer surface, as well as for deter
mination of spatially resolved heat transfer coefficients in the 
streamwise direction. Note that in the configuration shown 
the spanwise rows of jet holes are centered over the test plate 
segments, one row per segment. This results in a streamwise 
resolution of measured heat transfer coefficients equivalent to 
one streamwise jet hole spacing. There are a total of 31 
segments in the test plate, 19 upstream of the jet array, 10 
immediately opposite the array, and 2 downstream of the 
array. 

Significant geometric characteristics of the configurations 
tested are summarized in Table 1. The array of length L = 
12.7 cm with matching jet plenum (Fig. 3) was designated as 
size B. The jet plates are identified by the notation B(x„/d, 
yn/d)I, where the / designates an inline hole pattern, replaced 
by S to designate a staggered pattern. Throughout the text 
specific test configurations, including the channel height, are 
identified by notations in the form B(x„/d, y„/d, z/d)I. A 
staggered pattern was identical to its inline counterpart, 
except that alternating spanwise rows of holes were offset by 
one-half the spanwise spacing. Note that the overall channel 
width exceeded the width of the heat transfer test plate and 
that the number of holes across the channel (N£) exceeded the 
number across the test plate (A^). Jet holes were always 
symmetrically aligned with both the edges of the channel and 
the edges of the heat transfer test plate. Reckoned from the 

Nomenclature 

A0 = total jet hole area 
A* = ratio of jet hole area to op

posing impingement surface 
area (open area ratio), 
ir/[4(x„/d)(yn/d)] 

b = local thickness of jet plate at 
jet hole location 

CD = jet plate discharge coefficient 
cp = constant pressure specific heat 
d = jet hole diameter 

Dh = hydraulic diameter 
/ = friction coefficient defined as 

2T„P/G2
C 

Gc = crossflow mass velocity based 
on channel cross-sectional area 

Gj = jet mass velocity based on jet 
hole area 

h = heat transfer coefficient at 
impingement surface defined 
by equation (1) 

L = streamwise length of jet plate 
and impingement surface (Fig. 
2) 

Le = initial crossflow development 
(entrance) length upstream of 
jet array 

mc = 
mJ = 
Nr = 

N, = 

N' = 

Nu 
Q 

Qn 

Rer = 

Re, = 
T = 
J aw 

Tr = 
T, = 

T, = 

T = 

initial crossflow rate 
total jet flow rate 
number of spanwise rows of 
holes in streamwise direction 
number of jet holes across 
span of heat transfer test 
surface 
number of jet holes across 
span of channel 
Nusselt number, hd/k 
heat flux at impingement 
surface 
heat rate at surface of test plate 
segment n in initial crossflow 
channel 
crossflow (channel) Reynolds 
number, Gc{2z)/ix 
jet Reynolds number, Gjd/n 
adiabatic wall temperature 
characteristic temperature of 
initial crossflow 
characteristic temperature of 
jet flow 
characteristic injection tem
perature for film cooling 
characteristic mainstream 
temperature for film cooling 

T°0 = initial crossflow plenum air 
temperature 

Ts = heat transfer surface tem
perature 

w = width (span) of channel 
x = streamwise location along jet 

plate or impingement surface 
(Fig. 2) 

x„ = streamwise jet hole spacing 
y„ = spanwise jet hole spacing 

z = channel height (jet exit plane-
to-impingement surface 
spacing) 

Greek 
r/ = dimensionless adiabatic wall 

temperature defined by 
equation (3) for jet array 
impingement with initial 
crossflow and by equation (2) 
for film cooling. 

\>. = dynamic viscosity 
p = fluid density 

TW = channel wall shear stress 

Superscript 
( ) = overbar refers to mean value 

over jet plate 
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Table 1 Geometric parameters and mean discharge coef
ficients for jet plates tested 

q = h(Ts-Taw) (1) 

Jet plate 
B(x„/d,yn/d)I 

5(5,4)/(and S) 
5(5,8)/ 
5(10,4)/ 
5(10,8)/ 

A* 

0.0393 
0.0196 
0.0196 
0.0098 

dandb 
(cm) 
0.254 
0.254 
0.127 
0.127 

Ns 

12 
6 

24 
12 

W 
18 
9 

36 
18 

CD 

0.85 
0.80 
0.76 
0.76 

Channel heights, (z/d) = 1, 2, and 3; in the text specific con
figurations are referred to by notations in the form B(x„/d, y„/d, 
?/</)/where/ = Inline and S = staggered hole pattern. 
Fixed Parameters: 

Channel width (span), w = 18.3 cm 
Heat transfer test plate width, 12.2 cm 
Heat transfer test plate length, 39.4 cm 
Overall channel length, 43.2 cm 
Initial crossflow channel length, 26.0 cm 
6-sizejet array and plenum length,/. = 12.7 cm 
Downstream exit length, 4.5 cm 
Initial crossflow development length, Le = 24.1 cm 
Number of spanwise rows of jet holes, Nc = 10 
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Fig. 3 Initial crossflow test facility schematic 

centerline of the second (i.e., downstream) spanwise jet row 
of the initial crossflow plenum, the channel length available 
for flow development upstream of the jet array (initial 
crossflow development length, 24.1 cm) ranged from 16 to 95 
hydraulic diameters, depending on the channel height. It may 
also be noted that this length was 19 times the streamwise hole 
spacing in the main jet array (x„ = 1.27 cm). Average jet plate 
discharge coefficients are also included in Table 1. 

Impingement With Crossflow as a Three-Temperature 
Problem 

The simplest and most frequently encountered convection 
heat transfer conditions can usually be treated in terms of two 
characteristic temperatures—a surface temperature and a 
fluid temperature (a two-temperature problem). Jet array 
impingement cooling with initial crossflow (Fig. 2) in which 
the initial crossflow temperature differs from that of the jets 
can be viewed as a three-temperature problem. This is a 
convection heat transfer situation where the surface heat 
transfer is to a fluid in the process of mixing from two dif
ferent sources at two different temperatures. The best known 
example of a three-temperature situation is film cooling. In 
film cooling it is well known that the interaction of a 
secondary fluid stream with a primary stream affects not only 
the heat transfer coefficient, but also the value of the 
reference fluid temperature which drives the heat flux. In the 
simplest terms 

where Ttt„ is the adiabatic wall temperature and is embodied 
in a nondimensional effectiveness 

r,= (Tm-Tm)/{Tf-Tm) (2) 

The heat fluxes for jet array impingement with an initial 
crossflow can also be written as in (1), but Taw is now ex
pressed as the nondimensional adiabatic wall temperature in 
terms of 7} and r c (Fig. 2) 

V=(Ta„-Tj)/(Tc-Tj) (3) 

For jet impingement cooling it is appropriate to identify the 
jet flow as the primary flow and the crossflow as the 
secondary flow. With this in mind, the form of the definition 
of i] given in (3) for impingement cooling is analogous to the 
established form utilized for film cooling. However, in the 
case of impingement it may not be appropriate to refer to this 
77 as an "effectiveness," since in cases of practical interest in 
turbine impingement cooling it is desirable to have the jet flow 
dominating. This condition is reflected by r; approaching 
zero. 

It is useful to emphasize that (1) and (3) may be combined 
to give 

q = h[{\-i)(Ts-Tj)+i,{Ts-Tc)\ (4) 

This form points up the fact that 77 is merely a "temperature-
difference weighting factor," and for jet impingement with 
crossflow is perhaps best viewed in this manner. 

In order to define the heat transfer characteristics (h, r?) of a 
two-dimensional array of discrete impinging jets with an 
initial crossflow, it is necessary to characterize Tc and 7}. For 
low-speed flow, Tc may be characterized by the mixed-mean 
temperature of the initial crossflow at the entrance to the 
array (x = 0, Fig. 2), while 7} may be taken as the mixed-
mean fluid temperature at the jet exit plane. However, for 
high-speed flow, a somewhat generalized definition is 
necessary, just as in the case of film cooling [12]. Tc may be 
characterized as the adiabatic wall temperature at the array 
entrance, and 7} as the adiabatic wall temperature opposite 
the given jet row in the absence of an initial crossflow. In the 
case of low-speed flow, these values reduce to the mixed-mean 
temperatures previously indicated. 

In cases of practical interest in turbine cooling, the 
distinction previously indicated in establishing Tc and 7} will 
not be particularly significant since differences between Ts 

and both Tc and 7} are quite large. However, for the ex
perimental results to be reported herein these temperature 
differences were small (5 to 35 K). Also with the relatively low 
laboratory air pressures utilized, jet and crossflow velocity 
magnitudes in some cases may be rather high. Hence it was 
appropriate to utilize the more general definition in reducing 
the heat transfer data obtained from the test runs. 

Experimental Procedures and Data Reduction 

Many details of the experimental procedures and data 
reduction techniques utilized for the initial crossflow tests 
were similar to or identical with those previously reported in 
[10]. Those details will be included here only as necessary with 
emphasis placed primarily on those additional features which 
were unique to the initial crossflow tests. 

Standard Test Runs. A standard test run was initially 
defined by setting up a selected initial crossflow geometry 
with x„ Id, y„ Id, and zld the primary geometric parameters as 
previously summarized in Table 1. The number of spanwise 
jet rows was always 10. The centerlines of these rows were 
always aligned directly opposite the spanwise centerlines of 
segment numbers 20 through 29 of the test plate, counting 
from upstream (Fig. 3). Segments 1 through 19 formed the 
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heat transfer surface of the initial crossflow channel, and 
segments 30 and 31 formed an extension of the heat transfer 
surface in the exit channel downstream of the array. Values of 
77 and h, as defined by equations (1) and (3) (or by (4)) were 
determined for each segment opposite the array (20 through 
29) as well as for segment 30 immediately downstream. 
Segment 31 was used as a guard element. Values of h could 
also be determined upstream of the array where TJ = 1 by 
definition. 

Two separate sets of tests were required to determine these 
streamwise profiles of TJ and h for a given geometry, Re,, and 
flow ratio, mclmj. First, with the initial crossflow geometry, 
but with zero initial crossflow {mc = 0), a set of tests was 
conducted to determine 7}, the characteristic temperature for 
jet flow alone, for each segment. These tests were conducted 
at three different steady-state conditions corresponding to 
three different power input levels to the segment heaters. A 
linear least-squares fit to the three resulting data sets (q, Ts) 
for each of the segments under the jet rows (plus Segment 30) 
was used to determine the appropriate 7} for each segment 
from g = h(Ts - Tj). In addition, the fits result in 
streamwise resolved values of h for the array in the absence of 
initial crossflow. 

Second, a similar set of tests at three different power levels 
was conducted with the heated initial crossflow present. For 
the conditions of these tests, the adiabatic wall temperature of 
the initial crossflow at the entrance to the array, used to 
characterize Tc, was essentially identical to the mixed-mean 
stagnation (i.e., total) temperature of the initial crossflow. 
This stagnation temperature was determined for each steady-
state condition from the measured initial crossflow plenum 
temperature, combined with an energy balance over the initial 
crossflow channel 

1 19 

mccp n=l 

With Tj and Tc determined, a linear least-squares fit to the 
three data sets (q, Ts) was used to determine the two 
unknowns h and TJ from equation (4) for each of the segments 
20 through 30. Values of h in the initial crossflow channel 
were also determined using the adiabatic wall temperature at 
the given segment as the reference temperature approximated 
by the local mixed-mean stagnation temperature again 
determined from an energy balance. 

It was shown experimentally by McAdams et al. [13] that 
for duct flows at subsonic velocities the heat transfer coef
ficient defined on the difference between the temperature of 
the heated wall and adiabatic wall temperature is independent 
of this difference. They also showed that for such flows 
preferred values of the recovery factor lie in the range 
0.875-0.905. Using a recovery factor of 0.89, it was deter
mined that for the present tests the difference between the 
stagnation temperature and the adiabatic wall temperature for 
the initial crossflow channel was normally less than 0.1 K and 
always less than 0.2 K. Hence the use of the stagnation 
temperature as satisfactorily representing the adiabatic wall 
temperature is justified for the conditions of these tests. 

Additional details relating to the test procedure will now be 
discussed. For each standard test run the jet flow rate (ra,) 
was set at the appropriate value to give a nominal Rey- of 10 . 
The jet plenum air temperature was normally at an ambient 
level of about 300 K. For each geometry, the initial crossflow 
rate (mc) was set, in turn, at the appropriate levels to give 
nominal values of mc/mj of 0.2, 0.5, and 1.0. The initial 
crossflow plenum air temperature was brought to a value 
approximately midway between the jet plenum temperature 

and the maximum value of the heat transfer surface tem
perature to be utilized (about 330 K). 

The first steady-state condition was achieved with zero 
power input to the test plate segment heaters, and the segment 
temperatures were recorded. The entire test plate was then 
brought to a uniform temperature at the maximum value of 
about 330 K by individually adjusting the power input to each 
of the 31 test plate segment heaters. When this second steady-
state condition was achieved, both the segment temperatures 
and the individual segment heater power inputs were 
recorded. The third and final condition was set with the heater 
power inputs cut to about half of their maximum values. 
Segment (surface) heat fluxes were determined from the 
measured power inputs suitably corrected for heat leaks [10]. 
Heat fluxes for the zero power input condition were not 
precisely zero because of these small but unavoidable heat 
leaks. 

Test run procedures for the determination of 7, were 
similar, except for the absence of the initial crossflow. 
Segments 1 through 18 were inactive, with Segment 19 used as 
a guard element. 

Experimental Uncertainties. The linear least-squares fit 
based on equation (4) was actually carried out in the form 

Q Ts- T, 
jr^fr^d-rt)^—-f +hr, (6) 

with the coefficients h(\ - TJ) and hr\ determined directly from 
the fit. It is clear from either equation (4) or (6) that only two 
independent test conditions are required to determine 77 and h. 
The use of three independent conditions provided additional 
confidence to the fit. As a measure of this confidence, three 
values of TJ and of h were also computed using each of the 
three possible combinations of two members of each data set 
(zero/maximum, zero/half, and half/maximum power input 
conditions). These values were then compared with the 
original values of TJ and h based on the linear least squares fit 
to all three members of each data set. 

Considering all standard test runs with initial crossflow 
present, 95 percent of the values of h computed from two 
members of each set deviated from the values based on the fit 
by less than ± 3 percent. For TJ, the result was ± 7 percent, 
with most of the larger deviations coming at downstream rows 
where the TJ values were smaller. For the zero initial crossflow 
tests, 95 percent of the h values were within ± 2 percent. 

The percentage deviations noted above provide some in
dication of the uncertainty associated with the TJ and h results. 
Experimental uncertainties must be at least as large as these 
values. Composite uncertainties for TJ and Nu were also 
calculated by the method of [14]. Input uncertainties were 
estimated at ± 1 percent to ± 2 percent for the heat fluxes, ± 
0.25 K for (7; - Tc), ± 0.1 K for (Ts - Tj), and ± 1 
percent for d as it enters the Nusselt number calculated from 
h. (Ts - Tj) values depended only on differences between 
measurements made with the same thermocouple, whereas (7^ 
— Tc) values depended on the difference between 
measurements from two different thermocouples plus an 
energy balance. The calculated TJ and Nu composite un
certainties varied depending on the particular conditions but 
for Nu within the array most conditions resulted in values of 
± 6 percent or less. For TJ the composite uncertainties, ex
pressed on a percentage basis, vary more widely depending on 
conditions, from about ± 2 to ± 4 percent for TJ values near 
unity to as much as ± 20 percent for a downstream value as 
low as 0.1. Overall, the calculated composite uncertainty 
ranges appear consistent with the percentage deviations from 
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the linear least-squares fits as summarized in the preceding 
paragraph. 

Results and Discussion 

Results from the standard test runs for streamwise profiles 
of r) and Nu within the jet array will be presented and 
discussed shortly. First, however, heat transfer coefficients in 
the initial crossflow channel immediately upstream of the jet 

array section will be compared with prior data from the 
literature for asymmetrically heated ducts of rectangular cross 
section with one of the two widest sides heated and the op
posite side adiabatic. Since for all standard test runs the initial 
crossflow development length (Le) was fixed (Table 1), Le 
measured in terms of hydraulic diameters (Dh = IT) varied 
with the channel height z set for the particular test. Channel 
Nusselt numbers (hDh/k) at Segment 19 from the present tests 
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are compared in Fig. 4 with the data of Tan and Charters [15] 
for the entrance region and with a fully developed Nusselt 
number based on the data of Sparrow et al. [16]. The three 
sets of results are seen to be quite consistent. 

We turn now to the main results for heat transfer 
characteristics in the jet array impingement region with the 
presence of the initial crossflow at a temperature different 
from the jet temperature. Sample results drawn from the 
standard test series are presented for four different geometric 
configurations in Figs. 5-7. Each figure shows streamwise 
profiles of i\ and Nu resolved to one streamwise hole spacing. 
r; and Nu are paired in each figure to emphasize that, in 
general, in order to appropriately relate the heat flux to the 
surface and characteristic fluid temperatures both parameter 
values are needed. For each geometry, profiles are shown for 
mc/rrij at nominal values of 0.2, 0.5, and 1.0. Nusselt number 
profiles for the initial crossflow configuration, but with mc = 
0, are also shown as a reference or baseline case for com
parison. Since each array had 10 spanwise rows of holes, each 
profile includes 10 points within the array proper, with three 
additional points included for the initial crossflow channel 
immediatedly upstream of the array and 1 point immediately 
downstream. 

Consider first the results for ?j. In general, 17 decreases with 
increasing x/L and decreasing mc/mj. These trends simply 
reflect the increasing influence of the jet flow. Of particular 
note is the fact that overall, ?/ covers the range from unity to 
nearly zero, and for the B(5, 4, 1)7 geometry represented by 
Fig. 5, covers this range for a single configuration. This 
geometry also has the most highly nonuniform flow 
distribution (Fig. 8). Here the effect of initial crossflow not 
only penetrates into the array, but essentially dominates (77 = 
1) at the first row for all mclmj\ and for mc/mj = 0.5 and 
1.0, dominates over halfway through the array. This 
dominance can also be seen by examining the Nu profiles for 
this case which remain essentially at their upstream initial 
crossflow channel levels well into the array. This behavior is 
quite consistent with the very large cross-to-jet mass velocity 
ratios which persist well into this array (Fig. 8). 

Turning to Fig. 6, a contrasting behavior is observed for the 
geometry with the most nearly uniform flow distribution (Fig. 
9). Here i) has already dropped to about 0.5 at the first row, 
except for mc/mj = 1.0, where this level of decrease requires 
two rows. Similarly, the strong immediate influence of the jets 
is reflected in the very large increase in Nu from upstream of 
the array to the first or second row of jets. It is interesting to 
note that at the first row an increase of Gc/Gj (Fig. 9) from 
0.2 to 0.4 causes a reduction in Nu (Fig. 6) by a factor of more 
than two-and-one-half, while the increase from 0 to 0.2 causes 
essentially no change. It is possible that at the larger value of 
Gc/Gj the impingement points of the jets are displaced 
downstream by xn/2 or more and thus provide little cooling of 
the area 0 < x < x„ associated with the first row. This ex
planation is reinforced by examining the Nu values im
mediately downstream of the array. For mc/mj = 1.0, this 
Nu value is 3.5 times the value upstream of the array though 
the downstream crossflow Reynolds number would be just 
twice that upstream of the array. This indicates that the jets in 
the last row of the array must be displaced enough to be 
impinging on the surface segment immediately downstream of 
the array. 

The final sample results for 7/ and Nu presented here (Fig. 7) 
are for the 5(5, 4, 3) geometry, for both inline and staggered 
hole patterns. The flow distributions for this geometry (not 
shown here) fall between those for the two inline geometries 
of Figs. 5 and 6. Considering the relative flow distributions 
the results for the inline pattern in Fig. 7 are consistent with 
the trends exhibited for 7/ and Nu in Figs. 5 and 6 as discussed 
in the preceding paragraphs. The results for the staggered hole 
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4, 1)/ geometry—experimental data compared with predictive model 
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pattern included in Fig. 7 will be discussed shortly. Complete 
graphical and tabular results for both heat transfer charac
teristics and flow distributions for all geometries tested (Table 
1) may be found in [17]. 

Considering the entire set of results, the Nu profiles, unlike 
the 17 profiles, do not all vary monotonically with streamwise 
location. Rather, Nu variations inlcude monotone decreasing, 
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monotone increasing, and cases with one or two local minima 
and/or maxima. An important observation to emphasize is 
that in most cases the addition of the initial crossflow (which 
means an increase in the total coolant flow, since rrij was kept 
essentially constant for each geometry), resulted in reduced 
mean values of Nusselt number over the jet array region. Of 
all the arrays tested only those with z/d = 1 showed higher 
mean values of Nu at one or more of the initial crossflow 
values, as compared with the zero initial crossflow case. Even 
these cases resulted in a degradation in mean Nusselt number 
due to the presence of an initial crossflow, when considered 
per unit of total coolant flow rate (mc + mj). 

Now consider the results for the staggered array, 5(5, 4, 
3)S, as compared with the results for its inline counterpart in 
Fig. 7. This geometry was selected for testing with a staggered 
hole pattern, since in prior noninitial crossflow tests it showed 
the largest effect of hole pattern on the spanwise averaged 
heat transfer coefficients [7, 10]; it has the closest hole 
spacings and largest z/d of all the arrays tested. Streamwise 
flow distributions for this staggered pattern were found to be 
essentially the same as those for the inline case. The r; profiles 
for the staggered array fall above those for the inline array, 
insignificantly for the smallest initial crossflow ratio, mc/mj 
= 0.2, but noticeably for mc/trij = 0.5 and 1.0, especially 
downstream. 

For all flow ratios from zero to unity, the staggered array 
Nusselt numbers are the same as the inline values at the first 
upstream row in the array, with inline values becoming larger 
than the staggered values as one proceeds downstream. An 
explanation for this type of behavior was originally presented 
in some detail in connection with noninitial crossflow test 
results [8, 10]. Basically it may be speculated that there is less 
mixing of the jet and crossflow at downstream rows for the 
inline pattern than for the staggered pattern. Hence the inline 
impinging jets more nearly retain their identity and provide 
more effective cooling than those in the staggered pattern. 
Though the phenomena involved is extremely complex, so 
that conclusive explanations are premature, the 77 behavior 
also fits the above interpretation in that the jets are less 
dominant in the staggered case, since they mix somewhat 
more with the crossflow. 

With the 5(5, 8, 3)1 geometry at mc/mj = 0.51, a test was 
conducted with the mean jet Reynolds number nearly double 
the nominal standard test run value of 104. The resulting 
streamwise 77 profile agreed with the standard test run result to 
within experimental uncertainty. The heat transfer coefficient 
profiles were compared in the form_of_ Nusselt numbers 
normalized by Re/-73. The exponent on Rey is from the 
noninitial crossflow jet array impingement correlation 
previously reported [6]. This exponent value accounted quite 
satisfactorily for the Nusselt number dependence on Reynolds 
number observed in these tests. 

Prior heat transfer measurements for one geometric 
configuration for a two-dimensional array of circular im
pinging jets with an initial crossflow were made by Saad et al. 
[9]. Only Nusselt number results were presented. No in
dication of adiabatic wall temperatures or the relation of the 
initial crossflow temperatures to the jet temperatures was 
given. The Nusselt numbers could not be directly compared 
with results of the present measurements, because the hole 
spacings of the array studied in [9] were below the range 
covered in the present study. However, on a relative basis, the 
Nusselt number magnitudes were consistent with the present 
results. 

Concluding Remarks 

Experimentally determined, spanwise-averaged, stream-
wise-resolved dimensionless adiabatic wall temperatures (77 

values) and Nusselt numbers for jet arrays with 10 spanwise 
rows of holes in the presence of an initial crossflow have been 
presented. Nusselt numbers at the upstream rows of the array 
are in many cases significantly reduced, even by small initial 
crossflow rates relative to the total jet flow rate. The 77 values 
within the array, under some conditions, span the range from 
unity to nearly zero. The practical implication of these results 
is of considerable importance. For example, in a highly cooled 
first stage vane like that shown in Fig. 1, Tc is often several 
hundred degrees above 7}. Typical values are T„ = 1260 K, 7} 
= 760 K, and Tc = 870 K. Given the heat flux, values for Tc 
and Tj, and presupposing the availability of reliable results 
for h, predictions for Ts will differ by an amount equivalent 
to Tc — 7} (110 K for the above example) as 77 is varied from 
unity to zero. The effect of uncertainties in predicting 77 (or an 
appropriate alternative parameter) would be compounded by 
lack of reliable results for h; a deficiency which would cer-
tianly exist for two-dimensional jet arrays in cases where, 
because of the presence of an initial crossflow, relevant values 
of Gc/Gj would fall outside the range of available results. 

It should be emphasized that the 77 values presented, though 
resolved in the streamwise direction, are defined in terms of 
the initial crossflow temperature at the entrance to the array. 
In applications of these coefficients, the designer should also 
use this characteristic temperature. As a very close ap
proximation the stagnation temperature (mixed-mean value) 
at the entrance to the array may be used. Or, for better ac
curacy, the corresponding adiabatic wall temperature may be 
used, computed on the basis of a recovery factor. Unless more 
specific information is available for the the particular con
ditions being considered, a recovery factor of 0.9 is recom
mended [13]. 

Most of the measurements were carried out for nominal 
mean jet Reynolds number values of 104. The Nusselt number 
data tabulated in Appendix D, Table D.2 of [17] may be 
applied at other Rey (or Re,) by assuming the Nusselt numbers 
to be proportional to Re/-73 [6], unless upstream rows are 
being considered in a case where the initial crossflow 
dominates (7/ ~ 1). Then the use of the exponent 0.80 on the 
Reynolds number is recommended since a duct or channellike 
flow is not only penetrating within the array but dominating 
the flow field. 
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Effect of Location in an Array on
Heat Transfer to a Short Cylinder
in Crossflow

An experiment was conducted to measure the heat transfer from a heated
cylinder, three diameters in length, in crossjlow in an array oj identical circular
cylinders. Both in-line and staggered array patterns were studied. The cylinders
were spaced on a 2. 67 x 2.67 pitch. The Reynolds number range, based on cylinder
diameter and average unobstructed channel velocity, was from 5000 to 125,000.
Turbulence intensity profiles were measured for each case at a point one-half space
upstream of the row containing the heated cylinder. The basis ofcomparison for all
the heat transfer data was the single row with the heated cylinder. For the in-line
cases, the addition of a single row of cylinders upstream of the row containing the
heated cylinder increased the heat transfer by an average of 50 percent above the
base case. Adding up to five more rows caused no increase or decrease in heat
transfer. On the other hand, adding rows in the staggered array cases resulted in
average increases in heat transfer of21, 64, 58, 46, and 46 percent jor one to five
upstream rows, respectively.

Introduction

The desire for increased gas turbine reliability and ef
ficiency has stimulated research in all areas of turbine blade
cooling. One widely used method of increasing the heat
transfer to the coolant is to cast pin fins into the blade coolant
flow passages. These pins must be relatively short because of
passage size and manufacturing limitations. The large body of
heat transfer data available for tube banks that is reviewed in
[1] is not applicable to the turbine cooling case, because the
influence of the endwalls is not included. (Endwalls are
defined as the plane surfaces perpendicular to the pins that
form the top and bottom of the flow channel.) Also, in
turbines the pins are usually quite short, less than four
diameters. Recently, several experiments have been directed at
this problem.

In [2], heat transfer and pressure drop results are presented
for several geometries that model a turbine blade trailing
edge. For these results, a converging channel was used to
simulate a turbine blade trailing edge cooling passage with pin
length decreasing in the streamwise direction. However, high
experimental uncertainty limits the usefulness of this work.

VanFossen [3] measured the average heat transfer coef
ficients for two four-row staggered arrays of short pin fins.
The length-to-diameter ratios of the pins in the two arrays
were 1/2 and 2. It was found that short pin fins increase the
heat transfer significantly over that of the plain passage, even
though the 112-dia-long pins cover up as much endwall area
as they add in pin surface area. It was also shown in [3] that
the limited data available for pins as short as four diameters,
from [4] and [5], are significantly different from the case of
short fin pins.

In [6, 7] the spanwise averaged heat transfer was measured
for each row of pins for several staggered arrays of ten rows
each. Heat transfer for short pins was found to be con
siderably lower than for long pins, and the heat transfer
increased in the streamwise direction for the first several rows
until a peak was reached at about the third to fifth row. Heat
transfer then decreased slightly in the streamwise direction.

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 18,
1982. Presented at the A1AA/ASME Fluids Plasma Thermophysics and Heat
Transfer Conference, St. Louis, Missouri, June 7-11, 1982.
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Reference [7] also showed that turbulence level, measured at a
single point directly upstream of a given pin, was highest in
the forward portion of the array and decreased to a lower
level downstream.

The present work was performed concurrently with the
work of [6] and [7] to gain some understanding of how array
geometry and position within the pin array affects heat
transfer to an individual pin. A single, heated pin was used to
measure heat transfer in both staggered and in-line arrays.
Length-to-diameter-ratio for all arrays was 3.01. Up to five
rows of pins for both the staggered and in-line arrays were
placed upstream of a row containing the heat transfer
element. Turbulence intensity profiles across the -channel,
upstream of the heated pin, were measured for each con
figuration. Endwall heat transfer was not considered in this
work.

This paper compares the various geometric configurations
in terms of average Nusselt number over a Reynolds number
range from 5000 to 125,000. The results are discussed in terms
of turbulence intensity profiles associated with each con
figuration.

c'~I"m

Fig. 1. Photograph of test section channel with four row staggered
array In place
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Description of Experiment 

Apparatus. All of the tests were conducted using a rec
tangular flow channel 5.87 cm wide by 2.87 cm high. Pins, 
which were 0.953 cm in diameter (length-to-diameter ratio of 
3.01) were installed in various array patterns. A typical 
pattern, four rows staggered, is shown in Fig. 1. The axial and 
transverse spacing were both 2.54 cm (spacing-to-diameter 
ratio of 2.67). Both staggered and in-line array patterns were 
used in configurations of one to six rows. The cover shown in 
Fig. 1 indicates the range of possible patterns. Only one 
cylinder was heated and that cylinder remained in a fixed 
position in the channel, as shown in Fig. 1. The various array 
patterns were achieved by adding or removing nonheated 
pins. For most of the tests the heated cylinder was in the last 
row in the array as shown. For a few tests two rows of pins 
were placed downstream of the heater. The pins touching the 
sidewalls of the channel had a small 0.083-cm flat machined 
on the side in order to fit the channel. The entrance to the 
channel was contoured as shown in Fig. 1. 

The assembled channel with a given array pattern in place 
was subsequently installed in a cylindrical pressure chamber 
as part of a flow system which is shown schematically in Fig. 
2. The flow system was a once-through system of pressurized 
nitrogen gas. The gas was lowered in pressure with a regulator 
and then passed through a calibrated metering orifice to a 
flow control valve, which further lowered the pressure and 
controlled the flow rate. The gas was then passed through a 
flow straightener, as shown in Fig. 2. The straightener, which 
was also used to reduce the inlet turbulence, had three 
elements. The first element was a wire screen with 0.23-mm-
dia wire on a 16 mesh. The second was a honeycomb of plastic 
soda straws, approximately 0.64-cm-dia and 30-dia long, 
while the third element was another screen which was the 
same as the first. This produced a turbulence intensity im
mediately ahead of the heated cylinder of about 2 percent. 
The test section pressure was controlled with two valves 
downstream in parallel for fine and course control. A range of 
pressures from 100 to 600 kPa were normally used; however, 
at the higher flow rates pressures below about 500 kPa were 
not possible. Finally, the flow was passed through a second 
calibrated metering orifice before being vented to the at
mosphere. Because of the large pressure drop the gas tem

perature in the test section was low, ranging from 260 to 290 
K. 

Instrumentation. The heated cylinder was a commercial 
heater made of high resistance wire wound up and buried in a 
0.953-cm-dia stainless steel tube. The tube wall thickness was 
approximately 0.080 cm. The heater was 3.81 cm long; thus, 
approximately 25 percent of it extended into the channel 
walls. The heater was instrumented with eight chromel-
constantan (type E) sheathed thermocouples buried in slots 
equispaced on the circumference. The thermocouple junctions 
were at the longitudinal midpoint of the cylinder with the 
orientation such that one was on the stagnation point. The 
power dissipated in the heater was measured using voltage 
taps on the power leads and a current shunt. The power source 
was a commercial SCR type D-C power supply. 

The flow system instrumentation is indicated on Fig. 2. 
Pressures were measured with strain gage transducers and 
temperatures were measured primarily with chromel-
constantan thermocouples. The downstream orifice tem
peratures were measured with platinum resistance ther
mometers. The upstream orifice meter was used to measure 
the flow rate and the downstream orifice was used for 
redundancy. The upstream orifice static pressure could be 
varied from 300 to 6700 kPa. This allowed accurate metering 
over a 25 to 1 flow range with a single orifice plate and dif
ferential transducer. 

The turbulence intensity measurements were made with a 
conventional temperature compensated hot-film anemometer 
probe. The same probe was used for the entire experiment. 
The probe was a single-element sensor traversed across the 
channel in front of the heated cylinder midway between it and 
the position of the first upstream row and at midchannel 
height. The wire was aligned parallel to the cylinder axis. 
Position was measured with a linear potentiometer attached 
to the actuator. 

All data except the turbulence measurements were recorded 
on the laboratory central data acquisition/minicomputer 
system, known as ESCORT [8] which provided real time 
updates at approximately 2-s intervals on a CRT. The mean 
and rms turbulence signals were recorded versus position on a 
two-pen x-y recorder. 

Nomenc la tu re 

A = channel cross-section area, 
m2 

D = cylinder diameter, m 
erms — root mean square of hot wire 

voltage fluctuation, V 
E — mean hot wire voltage, V 
/ = heater current, A 
k = thermal conductivity, W/m 

K 
L = cylinder length, m 

n = exponent in hot wire heat 
transfer law 

Nu = Nusselt number (equation 
(2)) 

q = heat flux, W/m2 

Re = Reynolds number (equation 
(1)) 

T = temperature, K 
Tu = turbulence intensity 

(equation (3)), percent 

u 
V 
w 
y 
V-

= 
= 
= 
= 
= 

velocity, m/s 
heater voltage, V 
mass flow rate, kg/s 
distance across channel, m 
viscosity, N/s m2 

Subscripts 
avg 

b 
0 

w 

= 
= 
= 
= 

average 
bulk fluid conditions 
no flow condition 
wall 
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Data Reduction and Accuracy. The heat transfer data are 
presented in terms of standard Nusselt number versus 
Reynolds number plots. As will be discussed in the Results 
section, the data taken in this experiment do not support the 
use of the maximum velocity, based on minimum flow area, 
in computing the Reynolds number. The Reynolds numbers 
used herein are based on the mass flow rate and the channel 
cross-sectional area. 

Re = 
wD 

(1) 

The Nusselt number was computed on the basis of the total 
power dissipated divided by the exposed surface area of the 
heated cylinder. 

Nu = 
qD {VI) 

(2) 
(A7)fc V(TKavg-Tb)kL 

The wall temperature was the average of the eight surface 
thermocouples, and the fluid temperature was measured at 
the inlet to the channel. A heat loss calibration was conducted 
with no flow and power to the heater. Over temperature 
differences from 6 to 40 K, the calibration data normalized by 
equation (2) was constant at Nu = 11. To check on the effect 
of flow on the heat loss to the endwalls, a finite difference 
heat conduction analysis was performed. The result showed 
the loss calibration number of 11 to be affected by less than 10 
percent, a negligible effect on the overall calibration. Thus, 
all data presented herein have a loss correction of Nu = 11 
subtracted from the raw data. 

The thermophysical properties used in equations (1) and (2) 
were all calculated at the inlet temperature. The density was 
calculated on the basis of ideal gas. The viscosity and thermal 
conductivity were simple curve fits to the data of [9], 

The turbulence data were all acquired using an uncalibrated 
temperature compensated probe, since the operating con
ditions were well below room temperature. The temperature 
compensated probe was used merely to minimize drift. Since 
the primary interest was to make relative comparisons, this 
was considered adequate. For uncalibrated probes, it is 
possible to derive an approximate linearized expression for 
turbulence intensity (10-11). 

Where \/n is the exponent in the heat transfer law governing 
the performance of the hot wire. For the present work, n = 2 
was assumed. Equation (3) was used for all turbulence data. 

The parameters in equations (1-3) were analyzed for un
certainty by the methods of Kline and McClintock [12]. Both 
the Nusselt and Reynolds numbers had uncertainties 1.5 
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Fig. 4 Heat transfer with one row in channel - base case 

percent of full scale. This means that for the majority of the 
data the uncertainty was 3-5 percent. At the very low end, 
where the instruments were being used at only a few percent 
of full scale, the uncertainty could be as high as 15 percent. It 
should be noted that this method only deals with random 
errors and not with bias errors, such as produced by heat 
losses. This was corrected by the calibration described above. 
Because the hot wire was not calibrated, the uncertainty in the 
turbulence intensity is on the order of 10 percent. This is due 
primarily to uncertainty in n, the slope of the hot wire heat 
transfer equation. Experience with calibrating hot wires 
suggests n could vary 10 percent. Also, because the derivation 
of equation (3) assumed small levels of fluctuation in the 
velocity, while in some cases the experiment showed very high 
levels, the absolute level of turbulence intensity could be 
significantly in error. This contribution to the uncertainty 
cannot really be estimated. However, the important thing is 
not the absolute level but the comparison of turbulence in
tensity between various cases. These comparisons should be 
valid even at high levels of turbulence intensity. The probe 
was lined up with the heated cylinder axis by eye, and the 
probe position is estimated to be accurate within ±0.3 mm. 

Results 

Heat Transfer. The experiment was conducted over a 
Reynolds number range from 5000 to 125,000. The fluid 
temperature ranged from 260 to 290 K, and the surface to 
fluid temperature difference from about 20 to 40 K. The 
system pressure ranged from 100 to 600 kPa. In general, the 
higher flow rates resulted in higher pressures and vice versa; 
however, the back pressure was frequently and randomly 
varied to insure that there was no systematic pressure effect. 
This was important because changing pressure at a given Re 
really meant changing velocity. 

Two reference cases are presented in Figs. 3 and 4. The data 
of Fig. 3 were taken with only the heated cylinder in the 
channel, while Fig. 4 is for data with a single row containing 
the heated cylinder. The latter case is referred to as a one-row 
array. In both cases the data plotted were taken on three 
separate days, spanning time from the beginning of the total 
experiment to the end. The results show good repeatability. 

The first observation is that the two cases are not much 
different, especially at the lower Reynolds numbers. The one-
row case is above the heater-only case by 7 percent at Re = 
104 and 15 percent at Re = 10J. The ratio of the two 
maximum velocities based on flow blockage for these cases is 
1.55. It is clear that the small difference is not a direct result 
of flow blockage, and for this data the maximum velocity is 
not the correct choice for computing Reynolds number. The 
data of Fig. 4 will be the base reference for all the rest of the 
data. 
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Fig. 6 Heat transfer in two to six row arrays with staggered pattern 

Although the heavy cylinder wall yielded an approximately 
isothermal surface, there was a small circumferential tem
perature gradient (2 to 4 K). This pattern varied over the 
Reynolds number range. At high Re the temperature in
creased from its lowest value at the stagnation point to about 
the 90 deg point, then decreased to a value at 180 deg, which 
was near the stagnation value. At low Re the increase in 
temperature continued well past the 90 deg point with highest 
value frequently being at the rear of the cylinder. Usually 
slope changes in the data were accompanied by changes in the 
circumferential temperature pattern. 

Heat transfer data obtained from two- to six-row arrays are 
presented in Fig. 5 for the in-line pattern and in Fig. 6 for the 
staggered pattern. The row containing the heater pin is always 
the last row. A mean line from the one-row data of Fig. 4 is 
included for reference and is labeled base case. Three results 
stand out distinctly in these data. First, the addition of 
cylinders upstream of the heated cylinder in either pattern 
significantly increases heat transfer. Second, for the in-line 
arrays the number of upstream rows has little or no effect on 
the heat transfer level, whereas for the staggered arrays the 
heat transfer level is definitely affected by the number of 
upstream rows. Finally, the rather strong knee that exists in 
the one-row base case does not appear in the multiple row 
data. Slight slope changes do occur but nothing as strong or 
consistent as the reference case. 

In order to facilitate comparison, mean lines of all the data, 
without symbols, are plotted together on Fig. 7. In producing 
Fig. 7, each array case was plotted separately and a best fit 
straight line was drawn through the data. The in-line data 
actually showed slight (3 percent) level differences but no 
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pattern was exhibited. A single line is shown, since these 
differences were within experimental error. The staggered 
array data exhibit level differences from row to row. Relative 
to the one row case, the average increase in heat transfer for 
two to six-row arrays was 21, 64, 58, 46, and 46 percent, 
respectively. The in-line results had an average heat transfer 
increase of 50 percent over the one-row base case. The 
maximum that occurs for a three-row array in the staggered 
pattern was seen also by Metzger and coworkers [6, 7]. Level 
comparisons with Metzger et al., are not appropriate since 
their data included heat transfer from the endwalls. In ad
dition to level, the staggered arrays show variations in slope 
of 0.63, 0.62, 0.59, 0.60, and 0.65 for two to six rows, 
respectively. The in-line data had a fairly constant slope of 
0.66. 

Since in the present experiment the instrumented row was 
fixed in the channel and the array pattern was changed for 
each run, a few tests were performed where two rows of pins 
were added downstream of the row containing the heater. 
Two cases were run for each pattern. One was the no up
stream row case, making the heater row the first in a three row 
array. The other was the three rows upstream case, making 
the heater row fourth in a six row array. The results are shown 
in Fig. 8 for the in-line pattern and in Fig. 9 for the staggered 
pattern. On each figure the one-row base case is drawn as a 
solid line and the three-row upstream / no-rows downstream 
case is drawn as a dashed line. The first result to observe is 
that for either pattern, if the row of interest is embedded in an 
array (i.e., three rows upstream), the addition of rows 
downstream had no effect on the heat transfer. If, however, 
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Fig. 10 Turbulence intensity for one row array (no upstream distur
bance) at several Reynolds numbers 

the row of interest is the first row, then as can be seen, there is 
a difference whether or not there are downstream rows. 
Additional data points were taken in the regions where 
deviations form the base occurred. The results appears both 
real and stable. Variations appeared in the circumferential 
temperature patterns. Some type of transition seemed to be 
occurring. It seems reasonable that the downstream pins are 
affecting the flow around the heated cylinder, possibly af
fecting separation. What seems strange is that the results are 
fairly similar for both the in-line and staggered arrays. 

Although it is not the focus of the present paper, the tube 
bank literature was examined to see if the current experiment 
followed the general trends found in tube arrays. In addition 
to Zukauskas [1], books by McAdams [13] and Kreith [14] 
were consulted. Detailed comparisons were sometimes dif
ficult, because it was not always clear how Reynolds numbers 
were computed or how averages were taken. Nevertheless, the 
following general statements can be made. 

The exponent in the Nusselt number versus Reynolds 
number plots of about 0.60-0.65 is consistent with tube bank 
data. The present Nusselt numbers appear to be about 12 
percent below those reported by McAdams [13] and about 15 
to 20 percent above those reported by Zukaukas [1]. In both 
the present experiment and the literature, the heat transfer 
increases more rapidly from row to row with in-line arrays 
than with staggered arrays. In all cases asymptotic values are 
reached in about five or six rows. In general, the literature 
indicates that the .first row heat transfer is about 2/3 of the 
asymptotic value, which is the case herein. Neither McAdams 
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Fig. 13 Turbulence intensity profiles for four row arrays in staggered 
pattern at several Reynolds numbers 

[13] nor Zukauskas [1] report any peaking axially in the heat 
transfer, as seen herein; however, Kays et. al. [15] do report 
one such case in a staggered array. 

The present single cylinder results are from 15 to 25 percent 
higher than those reported in Zukauskas [1], McAdams [13], 
and Kreith [14], particularly at the lower Reynolds numbers. 
It is believed that this is due to higher free-stream turbulence 
(2 percent herein versus less than 1 percent in the 
aforementioned literature) and also because the endwall 
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boundary layer affected a larger fraction of the heated surface 
on the short cylinders used herein. 

It should be noted that McAdams [13] reports data based 
on both the entire array being heated and on single tubes being 
heated. No differences were noted. Also, many correlations in 
the literature use a film temperature reference. In the present 
experiment the difference between the use of film or bulk 
temperature is only 2.3 percent in the worst case. 

Turbulence. Turbulence intensity profiles were measured 
for each configuration discussed in the heat transfer results. 
They were measured at nominal Reynolds numbers of 10,000, 
50,000 and 120,000 for each configuration. The heater was 
not powered during these runs. Since it would be impossible to 
show all the data, representative samples are shown in Figs. 
10 to 13. The array pattern is sketched on the figures as a 
visual reference. In all cases the probe traverses from left to 
right across the figure. 

The first case, Fig. 10, is the one-row base case at the three 
Reynolds numbers. In general, the turbulence intensity over 
two-thirds of the channel approaching the first row is about 2 
percent. The data of Fig. 10 was repeated several times. The 
spike in the Re = 120,000 case repeats and appears to occur as 
the thickest part of the hot-wire probe passes in front of the 
center cylinder, as it moves from left to right. This is probably 
the probe body wake interacting with the heated cylinder. The 
small turbulence increases on the left are also repeatable and 
are probably not a probe influence, but this cannot be said for 
sure, since the thick part of the probe is already in the channel 
at this point. 

Figure 11 are intensity profiles at Re = 50,000 for the two 
to six-row arrays in the in-line pattern. The heat transfer 
result, which showed no influence of adding rows upstream, is 
very consistent with the turbulence intensity profiles. Only the 
two-row array (one row upstream) shows any difference. It 
shows a higher peak in the cylinder wake and lower intensity 
between the cylinders. Apparently, a fully developed flow 
condition has not yet been reached. The average intensity may 
well be equivalent to the fully developed (three rows and 
greater) value. The fact that the one row upstream, in-line 
heat transfer values are the same as the rest could be for
tuitous. Obviously, though, by two rows upstream for the in
line case the flow is fully developed and a channel between the 
cylinders is formed. 

Figure 12 displays the intensity profiles at Re = 50,000 for 
the two to six-row arrays in the staggered array. Again, the 
turbulence intensity profiles, which exhibit a maximum in 
intensity in the range of two to three rows upstream of the 
heated cylinder, are consistent with the heat transfer results. 
Since the staggered array is an alternating pattern, the profiles 
are more complex, but in general the row immediately up
stream of the heated row has a major influence. Since the 
profile shape is changing, the row causing maximum average 
intensity is not clear, but it is either the second or third up
stream. After three rows, the intensity clearly decreased as did 
the heat transfer. The heat transfer appears to level off but the 
intensity is still decreasing, with five rows upstream. Met-
zger's results [6-7] suggest a leveling off by five rows. 

An overlay of Figs. 11 and 12 shows that, although the 
profile shapes are quite different, the average turbulence 
intensity for both cases is similar at about 25 percent. 
Similarly, the average increase in heat transfer for either 
pattern is about 50 percent. One would suspect that these 
numbers would change as the spacing is changed. 

Finally, to examine the effect of Reynolds number the 
intensity profiles for three Reynolds numbers are shown in 
Fig. 13 for the four row staggered array. The average tur
bulence intensity decreases with increasing Reynolds number. 
The profiles also tend to flatten out more in front of the 

heated cylinder as the Reynolds number increases. Thus, for 
the four row array there is less turbulence at high Re than at 
low Re. This may explain the tendency of the heat transfer to 
increase more slowly with Re in the four row array than in the 
one row base case, where there is little effect of Re on tur
bulence level. 

In general, it would appear that the heat transfer results are 
very consistent with and explainable in terms of the tur
bulence intensity profiles. 

At the very end of the experiment a few turbulence surveys 
were made with the probe parallel to the heated cylinder at the 
same axial location as all the other surveys. Unfortunately, at 
this point the probe which had survived the entire experiment 
broke and a new probe had to be used. Three configurations 
were tested: the one-row base case, four rows staggered, and 
four rows in-line. The same Reynolds numbers as above were 
run. In all cases, the turbulence profiles were flat over the 
center 80 percent of the channel, with turbulence increasing at 
the wall boundary layers. In all cases, the intensities were 
about 25 percent higher than at the same flow conditions with 
the probe normal to the heater axis. This is outside the 
measurement uncertainty. In the parallel orientation the 
probe pin wakes were in the plane of the measurement and in 
our opinion were interacting with the heater cylinder, which 
was less than one-cylinder dia away. This could explain the 
higher turbulence levels. 

Summary and Conclusions 

1 There was very little difference in the heat transfer levels 
for the case with only the heater in the channel and the case 
with the heater and two dummy pins across the channel, 
despite a 55 percent difference in open area. This suggests that 
average channel velocity is a more appropriate reference than 
maximum velocity. 

2 The base reference case for all configurations was one 
row that contained the heater and two dummy pins. This base 
case followed the general trend of the data in the literature for 
heat transfer to a cylinder in crossflow at about a 25 percent 
higher level. 

3 Addition of cylinders upstream in an in-line array 
pattern, one to five rows, produced an average of about 50 
percent increase in heat transfer level above the base case. The 
number of upstream rows had little or no influence. 

4 The turbulence intensity profiles for the in-line arrays 
were virtually identical for the cases of two to five upstream 
rows. The intensity varied from a peak of about 46 percent in 
the wake (i.e., channel centerline) to an average of about 10 
percent between the cylinders. The one row upstream case was 
somewhat different, exhibiting a higher peak and lower 
midchannel value. 

5 Addition of cylinders upstream in a staggered array 
pattern produced average increases in heat transfer of 21, 64, 
58, 46, and 46 percent above the base case for one to five 
rows, respectively. 

6 The turbulence intensity profiles for the staggered 
arrays were different for each case, one to five rows. In 
general, the average intensity first increased then decreased 
with the addition of upstream rows of cylinders. This 
behavior of the turbulence intensity is reflected in the heat 
transfer results. 

7 The addition of cylinders downstream of the heater row 
in either array pattern had no affect on the heat transfer 
results due to upstream rows. It had some influence on the 
base case. 

8 While the specific heat transfer results are only ap
plicable to the short pin cases commonly found in turbine 
blades, the observations on the turbulent wake profiles and 
their influence on heat transfer should be applicable to 
broader cases of tube banks. 
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Finite Difference Analysis of 
Laminar Separated Forced 
Convection in Cavities 
Results are presented for a comprehensive numerical analysis of the two-
dimensional heat transfer in cavities of rectangular profiles. The walls of the cavity 
are held at a uniform temperature and calculations are carried out at various aspect 
ratios and Reynolds numbers in laminar flow. The numerical technique is based on 
a hybrid upwind/central differencing of the governing differential equations that 
are first integrated over control volumes surrounding the node points in a rec
tilineal, nonuniform grid system. Results indicate that while the average Nusselt 
number in the cavity is related to the Reynolds number raised to a power, the latter 
depends on the aspect ratio and varies between the cavity floor and the side walls. 
The influence of the upstream boundary layer thickness is found to be negligible. 
The numerical results are found to be well represented by the following equation: 

Nu, =0.0345 (Res)
0M(w/s)~0142 

Introduction 

The fluid flow and heat transfer in cavities is an important 
topic in contemporary heat transfer research. In addition to 
its common occurrence in engineering applications, this flow 
configuration has relatively well defined end points for the 
separated shear layer. Hence, many of the inherent charac
teristics of separated forced convection can be investigated 
conveniently. In a recent paper, Aung [1] has presented ex
perimental data on the temperature distributions and heat 
transfer coefficients for laminar flow past two-dimensional 
rectangular cavities where the walls are kept at a constant 
temperature. A schematic diagram of the convective heat 
transfer situation is shown in Fig. 1. The experimental data 
show that the thermal conditions of the flow outside the 
cavity are little affected by the presence of the cavity. This 
may signify the insensitivity of the flow inside the cavity to the 
detail of the flow outside though, obviously, the magnitude of 
the velocity is an influencing parameter. In this circumstance, 
the heat transfer in the cavity becomes a function only of the 
geometry and the velocity of the approaching flow, but is 
independent of the approaching flow boundary layer 
thickness. Indeed, the data in [1] suggests a 1/2-power 
dependency of the average cavity floor Nusselt number on the 
Reynolds number, with the aspect ratio having a strong in
fluence. However, the available data are insufficient to allow 
firm conclusions to be drawn. It is the purpose of the present 
paper to report on the results of a follow-up, theoretical 
examination of the class of problems, represented in Fig. 1, 
that is sometimes known as open cavity flow where the shear 
layer reattaches on the downstream wall of the cavity. It is 
known from the work of Nicoll [2], Sinha et al. [3], and 
Yamamoto et al. [4] that this flow situation prevails up to 
w/s«7 or 8. Beyond this value, shear layer reattachment 
occurs on the cavity floor. The latter situation is not in
vestigated in the present study. 

Numerical calculation techniques, developed by Gosman et 
al. [5] and widely applied to a number of problems in tur
bulent flow, are adapted in the present study. These methods 
are systematically applied to the problem depicted in Fig. 1 
with an upstream plate (not shown completely) of fixed length 
such that by specifying different free-stream velocities, the 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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Fig. 1 Schematic diagram of the two-dimensional cavity 

approach flow boundary layer thickness can be altered. The 
heat transfer inside the cavity can then be studied as a func
tion of the free-stream velocity and boundary layer thickness. 
Though numerical methods capable of dealing with separated 
forced convection problems have been available for many 
years, only in a few previous instances have these numerical 
techniques been subjected to rigorous validation by com
paring with experimental data. Recent computations by 
Gooray [6] and Gooray et al. [7, 8] have shown that these 
methods can be applied to give reasonably accurate quan
titative heat transfer results for separated forced convection in 
the turbulent flow past a backstep. The problem examined by 
Gooray et al. involves the need to properly account for the 
turbulent motion and for streamline curvature. In addition, a 
two-pass procedure, the second pass instituted after the 
reattachment location is identified, is found necessary to yield 
acceptable results. These complications are avoided in the 
cavity problem. 

Theoretical Method 

Governing Equations. The differential equations 
describing the velocity and temperature fields in the constant-
property, two-dimensional flow past a heated cavity, as 
shown in Fig. 1, are 
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Fig. 2 Typical grid distribution for finite difference solution 
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(continuity) 

)x 
(x-momentum) 

(1) 

(2) 

(//') On plane 1-2 

p0=Q\v = Q 

u = u(y) specified (6) 

T= T(y) specified 

The velocity distribution u (y) and temperature distribution 
T(y) are specified by choosing Us, T„, and Tw and using 
results from laminar boundary theory for a flat plate at zero 
incidence. The upstream wall is assumed to have an unheated 
starting length of 15 cm, following a heated length of 30.5 cm 
that is maintained at the temperature Tw. 

(Hi) On plane 1-3 

du dv 
=0; — 

dy dy 

(iv) On plane 3-4 

du dv dT 
— = 0; — =0; — 
dx dx dx 

-0; 
dT 

= 0 

(7) 

(8) 

/ dv dv\ / d2v d2v \ 
p\uYx+vw)=fl\^ + ^ 2 - ) -

(*, 
( dT dT \ (d2T d2T\ 

dy2 

dx2 ' dy2 

dy 
(y-momentum) (3) 

(energy) (4) 

In each of equations (2-4), the terms on the left side are the 
convection terms, while the first group of terms on the right 
side constitute the diffusion terms. The pressure gradient 
terms in equations (2) and (3) are the so-called "source" 
terms. 

Boundary Conditions. In the present study, the solution 
to equations (1-4) is sought within the region bounded by the 
solid walls and the broken lines indicated in Fig. 1. The 
following boundary conditions are specified. 

(/) On all solid boundaries 

u = 0;v = 0;T=T„ (5) 

Finite Difference Method. To effect the solution of the 
foregoing system of equations, the region of interest is 
overlaid with a rectilineal grid system of unequal spacing. In 
this approach, nodes are more closely spaced in the vicinity of 
solid boundaries and in the shear layer where steeper gradients 
of the dependent variables are expected. A typical grid system 
is shown in Fig. 2. 

The calculations are started at a distance of two cavity 
depths upstream of the cavity. Downstream of the cavity the 
grids are extended a distance of eight cavity depths. The 
calculation domain in the ^-direction is extended to a distance 
sufficient to make sure that for the smallest value of the 
Reynolds number the plane 1-3 in Fig. 1 lies well outside of 
the boundary layer specified on plane 1-2. In the present 
study locating plane 1-3 at a distance of 2.5 times the cavity 
depth above the cavity has been found to be sufficient since 
having a larger distance does not materially affect the 
solutions. 

The numerical procedure used is based on the iterative 
scheme outlined by Gosman [5]. This procedure used the 

N o m e n c l a t u r e 

'.p = specific heat 
d = characteristic length 
h = heat transfer coefficient: 

h 

k 
n 

Nu 
Nu 

Nu, 

P 
Po 

/dT 

) . (Tw-Tx) \dn. 

average heat transfer coef
ficient; see equation (12) 
average heat transfer coef
ficient based on w 
thermal conductivity 
coordinate normal to wall 
Nusselt number; hs/k 
average Nusselt number; 
hs/k 
average Nusselt number 
based on w; hts/k 
static pressure 
reference pressure on plane 
1-2, Fig. 1 

Pr = Prandtl number 
Q = total heat transfer from 

cavity 
Re = Reynolds number; Usd/v 

s = depth of cavity 
St = average Stanton number; 

Nu/Pr Re 
T = temperature 

T„ = free-stream temperature 
u,v = velocity components in x-

andj'-direction, resp. 
Us = free-stream velocity 
w = length of cavity 

coordinates defined in Fig. 1 

v = kinematic viscosity 
/x = dynamic viscosity 
£ = distance defined in Fig. 7 

x,yl 
x,y) 

Subscripts 

b = 
c = 

o = 
s = 

V 

v,l 
v,2 

value on cavity base or floor 
value averaged over all three 
walls of cavity 
value at wall 
parameter based on cavity 
depth 
parameter defined with h,\ 
see equation (14) 
value on side wall 
value on upstream side wall 
value on downstream side 
wall 

w = parameter 
of cavity 

Greek Letter 

based on length 

p = density 
5 = boundary layer thickness 

just upstream of cavity 
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Fig. 3 Velocity distributions at various axial locations for w/s = 4 

hybrid central/upwind difference scheme for the convective 
terms with central differences for the diffusion terms. For the 
convective terms, upwind differencing is used if the grid 
Peclet number in a given direction is greater than 2. When the 
grid Peclet number is less than 2 central differences are 
employed. Gosman's procedure incorporates the SIMPLE 
solution technique initiated by Patankar and Spalding [9]. 
This technique is based on the solution of difference equations 
obtained by integrating the differential equations for 
momentum and energy over control volumes enclosing the 
nodal points. The solution of the set of difference equations 
over the entire region of interest is obtained by evaluating new 
values for any desired variable by taking into account the 
latest known estimated value of the variable on neighboring 
nodes. One iteration of the solution is completed when, in a 
line-by-line technique, all the lines in a chosen direction have 
been accounted for. 

In the present study calculations are performed for w/s = 4, 
2, and 1. By first assuming a pressure distribution within the 
calculation domain, the set of difference equations for the x-
and ^-momentum and energy equations is solved by line 
iteration. After a sweep of the solution domain is completed, 
adjustments are then made to the pressure field so that the 
continuity equation is satisfied. The procedure is repeated 
until the continuity, momentum, and energy equations are 
simultaneously satisfied. The convergence criterion used is 
that the percentage change of a variable at any node should be 
less than 0.1 percent. The majority of the computation is 
performed using a 40 x 33 nonuniform grid system. (Nodes 
inside the upstream and downstream walls do not enter into 
the computation and are not shown in Fig. 2.) Convergence is 
typically achieved after about 200 iterations with a central 
processor time of 3 min on the IBM 3033 computer. To 
validate the numerical approach utilized in the present study, 
initial calculations are performed for the laminar heat 
transfer over a flat plate. The results are in good agreement 
with existing solutions. The present numerical approach has 
also been coupled with a turbulence model and applied to flow 
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Fig. 4 Temperature distributions in the cavity (w/s = 4; solid line: 
present calculations; broken line: experiments from [1]) 
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Fig. 5 Normalized local heat transfer coefficient on cavity floor 

in a heated cavity, producing results that agree reasonably 
well with existing data [10]. 
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Results 

Representative computed results for the flow field are 
indicated using the case of w/s = 4 at two Reynolds numbers. 
Nondimensional velocity profiles at various axial locations 
along the cavity are shown in Fig. 3. For the two Reynolds 
numbers shown, the recirculating flow is seen to extend 
practically along the entire cavity, with the maximum reverse 
flow velocity equal to roughly 15 percent of the free-stream 
value. Near the downstream wall, fluid flow occurs essentially 
parallel to the vertical wall at the midheight of the cavity, 
giving rise to a region where the axial velocity component is 
nearly zero. Similar characteristics are observed in the 
velocity profiles near the upstream wall though the effect is 
not as pronounced owing to the differences in the nearby 
flows. Additional results relating to the flow problem may be 
found in [11]. It may be inferred from Fig. 3 (especially the 
lower figure) that below the horizontal line joining the two 
corners of the cavity (that is, the line y/s = 1), the velocity is 
completely negative when x/s = 2. This phenomenon arises 
because, in the relatively low Reynolds number flow dealt 
with here, the comparatively high vorticity in the cavity causes 
streamlines to bulge slightly out towards the main flow. 
Among others, Jacobs and Sutton [12] have observed this. 

Typical temperature distributions are given in Fig. 4. The 
relevant experimental data from [1], obtained by the Mach-
Zehnder interferometer, are also indicated for comparison. 
Good agreement is shown, in spite of the fact that in the 
theoretical study the transverse velocity component has been 
arbitrarily set equal to zero in specifying the boundary 
conditions on the plane 1-2. The self-similarity of the 
computed temperature profiles for y/s>l, approximately, is 
evident. The same conclusion can be drawn for the velocity 
profiles of Fig. 3. The present study thus reaffirms the ob
servation made in [1] that the external flow appears to skim 
past the cavity without a strong interaction with the flow 
inside, except near the reattachment zone. In such a case the 
details of the approaching flow, its boundary layer thickness 
in particular, are immaterial in describing the heat transfer 
inside the cavity. 

Local heat transfer coefficients on the cavity floor are 
normalized by the respective average values and plotted 
against axial distance along the cavity in Fig. 5 for w/s = 4. 
The experimental data from [1] are also plotted for com
parison. Again, the agreement is encouraging. Close to the 
upstream wall, the heat transfer is seen to be nearly zero while 
the heat transfer near the downstream wall is significantly 
higher. The maximum local heat transfer occurs near the 
downstream wall. The average Nusselt number on the cavity 
floor is plotted against the Reynolds number for all three 
values of w/s in Fig. 6. The influence of the parameter w/s 
can be noted distinctly with the larger aspect ratio giving the 
higher heat transfer. The experimental measurements 
reported in [1] are indicated by the broken line. Here, the 
discrepancy is relatively larger being on the average of the 
order ± 10 percent, which is roughly in the range of the ex
perimental error band. The theoretical results are represented 
by the following equations 

Nub=c(Res)
0M (9) 

where 

and 

c = 0.01428 for w/s = 4 

c = 0.01074forw/5 = 2 

c = 0.00522 for w/s=\ 

Wuh 

O PRESENT CALCULATIONS 

A CALCULATIONS BY CHYU AND 

G0LDSTEINW/S = 4[13] 

EXPERIMENTS [1] 

_ l i I l l l l l 

Fig. 6 Average Nusselt number on cavity floor 

"TlL-i""" 

No comparison of the present calculations with the data in 
[4] is possible because of the large differences in the boundary 
condition. However, it is noted that the present theoretical 

Fig. 7 Local Nusselt number on the side walls 

results and the experimental data in [1] all show a decrease in 
the average heat transfer on the cavity floor as the aspect ratio 
w/s decreases. This is at variance with the experimental 
findings of Yamamoto et al. [4] who recommend a single 
correlation for cavities which is of the form: Nulv =0 .427 
Relv

 1/3, which when written in terms of Nu6 and Res becomes 

NuA=0.427(Re i)
1 /3(w/^)-2 /3 (10) 

Equation (10) suggests that the average floor Nusselt number 
decreases as the aspect ratio increases. The cavities in [4] have 
heating on the floor, but the side walls are insulated and the 
upstream plate is unheated; in the present study and in [1], the 
walls are everywhere heated to the same temperature, and 
there is significant upstream heating. It is precisely this 
difference in the upstream thermal conditions in the two 
situations that lead to the opposing effects of w/s on the 
average heat transfer from the cavity floor. For, the 
correlation of equation (10) is equivalent to one for a heated, 
short flat plate; as the plate length increases, the average heat 
transfer is reduced, when other conditions remain unchanged. 
On the other hand, when a heated upstream plate is present, 
the cavity becomes more and more akin to an insulated gap as 
w decreases, and the heat transfer from the cavity floor 
diminishes. 

The triangular points in Fig. 6 represent recent numerical 
computation by Chyu and Goldstein [13] on a similar 
problem. Their results exhibit both similarities and dif-
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ferences with those reported herein. Based on the SIMPLER 
algorithm of Patankar ([9] p. 131-134), the Chyu and 
Goldstein results for Nu6 at w/s = 4 show approximately a 
1/2-power dependency on Re,, but their predictions lie above 
the experimental curve indicated in Fig. 6. 

The local Nusselt number variations on the side walls for 
the present study are given in Fig. 7 for w/s = 4 and 1. The 
Nusselt number on the downstream wall is seen to be much 
larger than that on the upstream wall. Further, the peak value 
on the downstream wall is located at the upper corner, 
whereas on the upstream wall the maximum heat transfer 
occurs away from corner regions. The large heat transfer on 
the downstream wall is associated with the submerged jetlike 
heat transfer in the reattachment process, while on the up
stream wall the heat transfer is governed by the cellular 
motion in the cavity. The present results are represented by 
the following equations and are graphically displayed in Fig. 

Downstream wall 

Nu„2 =0.03193 (Re,)052, w/s = 4~] 

Nu„]2 = 0.0486(Re,)039, wis = 2 

Nu„,2 =0.0455 (Re,)036, w/s=l 

Upstream wall 

Nu„! =0.00693 (Re,)0-52, w/s = 4~) 

(11a) 

Nu u.l 

Nu, 

= 0.01388 (Re,)0-39, w/s = 2 

= 0.01414(Re,)0-36, w/s=\ 

(116) 

The average heat transfer coefficient considering all three 
walls of the cavity may be evaluated from the equation 

K\dZ+\ hv,id£+\ hbdx 
0 JO JO 

Hence, 

£ = 
1 

2s+w 
[tittAs + hVt2s + hbw] (12) 

Using this relation, the average Nusselt number Nuc is calcu
lated. The results are 

Nuc =0.0152 (Re,)0-494, w/s = 4 

Nuc =0.0196 (Re,)042, w/s = 2 (13) 

Nuc =0.0215 (Re,)0-37, w/s=\ 

It is more useful, however, to define an overall cavity heat 
transfer coefficient, h,, such that the total heat transfer from 
the cavity can be calculated as 

hlw(Tw-Ta,) = Q = hc(2s+w)(Tw-Te.) 

Therefore 

'2s+w* 

w 

Combining equations (13) and (14) results in 

Nu, =0.0228 (Re,)0-494, w/s = 4 

Nu, =0.0392 (Re,)0-42, w/s = 2 

Nu, =0.0645 (Re,)0372, w/s=l 

h,=hc{ ) 
\ w / 

(14) 

(15) 
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Comparisons of equations (9), (11), and (15) and of Figs. 6 
and 8 lead to some interesting insight into transport 
phenomena in cavities. When w/s = 1, the heat transfer is 
dominated by the heat removal associated with the reat
tachment of the shear layer on the downstream wall. This is 
reflected in the nearly identical dependence of Nu, on Re^ and 
Nu„2 on Res. In this case, available flow visualization studies 
indicate that the recirculation in the cavity consists of a single 
laminar eddy. For w/s = 2 and w/s = 4, the heat transport 
due to shear layer reattachment and to the reverse flow on the 
cavity floor are equally important._Consequently, at these 
larger aspect ratios, the power in the Nu, —Re^ relation is ap
proximately the average of those for Nu6 ~ Rex and Nu„ 2 

-Re^ . In these instances, the eddy in the cavity is elongated 
with its center displaced towards the downstream wall. Note 
that the power (0.494) of the Reynolds number for the largest 
aspect ratio investigated here is very nearly equal to the 
predictions in a number of theoretical studies dealing with 
laminar separated forced convection. For cavities where 
wlb—oo and s—<x>, Chapman [14] has predicted that Nu a 
Re I / 2 . For flow past unconfined bluff bodies, the analyses of 
Virk [15] and Mitchell [16] also indicate that Nu a Re1/2. 

The change in the powers of the Reynolds number as w/s 
varies from 1 to 4 illustrates the significance of the aspect 
ratio in the type of flow under investigation. As the ratio 
increases, the power approaches the 1/2-power relation 
predicted by Chapman's analysis [14]. However, Chapman's 
theory, which as shown in [1] is represented by the following 
equation for the cases under consideration 

Nu, = 0.0332 (Res)
1/2 (16) 

overpredicts the Nusselt number at w/s = 4 by approximately 
50 percent. A comparison of equation (16) with equations (15) 
is given in Fig. 9. The present results suggest that the overall 
heat transfer from cavities is not given by any unique 
analytical relation. Nevertheless, the power of the Reynolds 
number varies only about ± 1 4 percent from the average of 
values at w/s = 4 and w/s = 1, and it is therefore decided to 
obtain an approximate, single correlation for all the results of 
this study. Since the correlation is intended for the range 1 < 
w/s < 5, the power of the Reynolds number at the midpoint 
of wis = 3 is obtained by interpolation. This value turns out 
to be coincidentally 0.46, the same as for Nu6. Following the 
procedure used in [1] for each cavity, the ratio his, which 
ranges from 0.66 to 1.95 in the present study, is plotted 
against the group A>Re„,0-54 where 

A-=St,[2(l + w/5)]0-5 

This gives a relation of the form 

X>Rew
0M = c2(&/s)r 

where c2 and r are dependent on w/s. Again, the value of r at 
w/s = 3 is picked for the regime 1 < w/s < 5, giving r = 
0.015. The low value of r confirms the suggestion made 
previously that the heat transfer is rather insensitive to the 
approaching boundary layer thickness, and hence its influence 
is neglected in the remaining procedure for deriving the final 
correlation. Thus after setting r = 0, the group X • Rew

0,54 is 
plotted against w/s to obtain c2. The result, after sim
plification, is the equation 

Nu, =0.0345 (Rej)
0-46(w/s)-0142 (17) 

This equation is valid for 

l < w / s < 5 

150<Re s<4000 

0.5<5/5<2 

Equation (17) is plotted in Fig. 10, where it is compared with 
all the data obtained in the present numerical solution. It is 
seen that the equation represents the raw numerical data to 
within ± 17 percent. Note that the calculations by Chyu and 
Goldstein [13] lead to values for Nu, that are approximately 
15 percent larger than those given by equation (17). 

Conclusion 

The present study is aimed at providing an understanding 
of the heat transfer phenomena in a relatively simple class of 
separated forced convection problem, namely, the forced 
convection in open cavity flow. The detailed investigation 
conducted here shows that the downstream wall has the 
largest influence on the overall heat transfer. The overall heat 
transfer cannot be given by any simple relation derived from a 
similarity analysis of the shear layer. The observations made 
in the present study should not be extended to other separated 
forced convection situations, such as in the flow over 
backsteps and flow past bluff bodies where the separated 
regions is relatively unconfined. 

The opinions expressed in this paper are not necessarily 
those of the National Science Foundation. 
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Periodically Conwerging-Diverging 
Tubes and Their Turbulent Heat 
Transfer Pressure Drop, Fluid 
Flow, and Enhancement 
Characteristics 
A comprehensive experimental study was performed to determine entrance region 
and fully developed heat transfer coefficients, pressure distributions and friction 
factors, and patterns of fluid flow in periodically converging and diverging tubes. 
The investigated tubes consisted of a succession of alternately converging and 
diverging conical sections (i.e., modules) placed end to end. Systematic variations 
were made in the Reynolds number, the taper angle of the converging and diverging 
modules, and the module aspect ratio. Flow visualizations were performed using the 
oil-lampblack technique. A performance analysis comparing periodic tubes and 
conventional straight tubes was made using the experimentally determined heat 
transfer coefficients and friction factors as input. For equal mass flow rate and 
equal transfer surface area, there are large enhancements of the heat transfer 
coefficient for periodic tubes, with accompanying large pressure drops. For equal 
pumping power and equal transfer surface area, enhancements in the 30-60 percent 
range were encountered. These findings indicate that periodic converging-diverging 
tubes possess favorable enhancement characteristics. 

Introduction 
Ways and means of enhancing turbulent heat transfer in 

tubes have been vigorously explored in the recent past with a 
view toward increasing the efficiency of heat exchangers (e.g., 
[1-3]). In particular, disturbance and mixing promoters 
constitute a very commonly employed group of enhancement 
techniques. Invariably, the improvement in heat transfer 
brought about by such techniques is accompanied by un-
desired increases in pressure drop. It is, therefore, necessary 
that performance comparisons between unenhanced and 
enhanced flow passages take account of both heat transfer 
and pressure-drop-related impacts [4-6], The execution of 
such performance comparisons requires the availability of 
basic information in the form of Nusselt numbers and friction 
factors. In view of the highly complex fluid flows induced by 
enhancement techniques, it is usually necessary to rely on 
experiment for the determination of the aforementioned basic 
information. 

In the research described in this paper, a many-faceted 
study of a family of enhanced turbulent tube flows is per
formed. The tubes to be considered here consist of a suc
cession of converging and diverging sections—in effect, an 
array of conical sections placed end to end. The resulting 
periodic enlargement and contraction of the flow cross section 
can give rise to appreciable transverse motions, and the 
related fluid mixing should lead to increases in the heat 
transfer coefficients. In addition, at larger angles of con
vergence and divergence, the fluid flow is unable to follow the 
contour of the tube wall at the junctions of the converging and 
diverging sections. As a consequence, there are zones of flow 
separation and recirculation, the presence of which further 
increases the mixing. 

The research encompassed four distinct but interrelated 
parts. In the first part, experiments were carried out to 
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determine both entrance region and fully developed heat 
transfer coefficients. Then, using a modified test section, 
pressure distributions were measured, from which friction 
factors were evaluated. Next, with the same test section as for 
the pressure drop work, flow visualizations were carried out 
using the oil-lampblack technique in order to identify the 
regions of separation, recirculation, and reattachment. 
Finally, by employing the basic heat transfer and pressure 
drop data, a performance analysis was made which yielded 
comparisons between periodically converging-diverging tubes 
and the classical straight circular tube. 

The geometry of the periodically converging-diverging 
tubes investigated here can be characterized by two 
parameters. One is the taper angle of the respective conical 
sections, while the other is the aspect ratio (length/maximum 
diameter) of the individual sections. Tubes having half taper 
angles ranging from 0 (straight tube) to about 15 deg were 
utilized during the course of the experiments (five taper angles 
> 0), while two aspect ratios were employed. For each tube 
configuration, the Reynolds number was varied 
systematically, with an overall range for the experiments 
extending from 6000 to 70,000 (to 100,000 for the straight 
tube). 

The performance comparisons between the periodically 
converging-diverging tubes and the straight tube were carried 
out for two sets of constraints, namely, for equal mass flow 
and equal surface area, and for equal pumping power and 
equal surface area. These comparisons enable definitive 
conclusions to be drawn about the effectiveness of the 
periodic convergences and divergences as an enhancement 
technique. 

With regard to the aforementioned fully developed heat 
transfer coefficients, it should be noted that a periodic 
geometry such as that investigated here does not admit the 
same type of fully developed regime as that for a conventional 
pipe flow. Rather, in a periodic configuration, the fully 
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developed velocity field repeats itself at corresponding axial 
stations in successive cycles, with a similar repetition pattern 
for a properly defined dimensionless temperature. Another 
important feature of the periodic fully developed regime is 
that the cycle-average heat transfer coefficient is the same for 
all cycles. Also, the pressures at axial stations separated by the 
length of one cycle fall on a straight line. These attributes will 
be revisited during the presentation of the results. 

The work described here is believed to be the first fun
damentals-level study of periodically converging-diverging 
tubes, at least with regard to the open literature. Such tubes 
resemble the periodically crimped tubes that are often en
countered in commercially available heat exchange devices, 
but basic heat transfer and pressure drop information for 
crimped tubes could not be found in the open literature. 

The Experiments 

For the determination of the heat transfer coefficients, it 
was found highly advantageous to employ the naphthalene 
sublimation technique in conjunction with the analogy be
tween heat and mass transfer. Not only does the naphthalene 
technique offer general advantages, such as higher accuracy, 
minimal extraneous losses, and better control of boundary 
conditions, it also facilitates simplicity and flexibility in the 
fabrication of the test section. Of particular advantage is the 
capability (to be described shortly) that it affords for easy 
variation of the taper angle of the converging and diverging 
conical sections. 

Test Section. The test section is made up of interlocking 
modules as illustrated in Fig. 1. Two such modules, one 
diverging and one converging, comprise one cycle in the 
periodically varying tube geometry. The figure shows a 
typical cycle as well as portions of the adjacent upstream and 
downstream cycles. Also identified in the figure are the half 
taper angle, 8, the module length, Lmod, and the maximum 
and minimum diameters, Dmax and Dmin. All modules in a 
given test section had common values of 6, Lmod, £>max, and 
Dmin. Each test section tube used for naphthalene sublimation 
experiments included as many as 10 cycles (i.e., 20 modules). 

As can further be seen in Fig. 1, each module consists of a 
cylindrical metallic (aluminum) shell whose inner surface is 
coated with a layer of solid naphthalene. The coating is ap
plied by a casting procedure which will be outlined in the next 
paragraph. Precise mating of the successive modules is en
sured by interlocking recesses that are provided at the 
respective ends of each module. After the modules had been 
assembled prior to the start of a data run, the joints at the 

Nomenclature 

Aw 

SD 
^max 

•^min 

D" 
ffd 

Kfd 

Vrf.cyc 

A, 
•^cyc 

^mod 

-'"eye 
M, 
PP 

P 
Palm 

Q 

= per-module transfer surface 
= diffusion coefficient 
= diameter at maximum cross section 
= diameter at minimum cross section 
= equivalent diameter, equation (7) 
= fully developed friction factor, equation (12) 
= fully developed mass transfer coefficient 
= per-cycle fully developed mass transfer coef

ficient 
= per-module mass transfer coefficient (module /) 
= axial length of cycle, 2Lmod 

= axial length of module 
= per-cycle mass transfer rate 
= per-module mass transfer rate (module /') 
= pumping power, (vv/p) Ap 
= pressure 
= ambient pressure 
= volumetric flow rate 

Re 
Sc 
Sh 

Sh/rf 

Sh, 
V 
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= 
= 
= 
= 
= 
= 
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= 

Reynolds number, AW/IXTVD* 
Schmidt number 
per-module Sherwood number 
per-module fully developed Sherwood number 
per-module Sherwood number (module /) 
velocity, w/(pwD*2/4) 
rate of mass flow 
axial coordinate 
half taper angle (Fig. 1) 
viscosity 
kinematic viscosity 
mean density of air 
naphthalene vapor density 
bulk density of naphthalene vapor 
density of naphthalene vapor at wall 
wall-to-bulk density difference for cycle 
wall-to-bulk density difference for module 
(module /) 

{///////: 

-CYCLE-
MODULE 

"NAPHTHALENE METALLIC WALL~ 

Fig. 1 Typical cycle and adjoining portions of periodically converging-
diverging tube 

POURING FUNNEL 

CAP 

METALLIC WALL^ 

•MOLD CENTERBODY 

Fig. 2 Mold setup for naphthalene coating procedure 

module interfaces were sealed by pressure-sensitive tape 
applied at the outer surface of the metallic wall. 

With regard to the naphthalene coating procedure, the first 
step was to remove from all modules the coating remaining 
from the preceding data run. This was accomplished by 
melting and evaporation. Then, a mold was assembled as 
shown in Fig. 2. The components of the mold included the 

56/Vol. 106, FEBRUARY 1984 Transactions of the AS ME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



metallic wall of the module, end caps which mated with the 
recesses at the respective ends of the metallic wall, and a 
tapered shaft which passed through apertures in the end caps. 
The shaft served as the centerbody of the mold. Its surface 
had been polished to a mirrorlike finish with a succession of 
lapping compounds. 

Molten naphthalene was poured into the annular cavity 
between the metallic wall and the centerbody through an 
aperture in the wall. Once the naphthalene had solidified, the 
shaft and the end caps were removed, as was the pouring 
funnel. The resulting finish of the sloping naphthalene surface 
was comparable to that of the polished shaft against which it 
had been cast. As a final step, the pouring aperture in the 
metallic wall was sealed with tape to prevent extraneous 
sublimation. In one of the modules, a thermocouple was cast 
into the naphthalene layer, flush with the surface which 
bounds the airflow. 

The just-described casting procedure facilitated the 
parametric variation of the taper angle. For each preselected 
taper angle, a shaft with a corresponding taper was fabricated 
along with end caps having apertures appropriately sized to 
permit passage of the shaft. For each of the two module 
lengths that were employed during the course of the ex
periments, five tapered shafts were fabricated, yielding half 
taper angles, 6, of 2, 3.4, 6.3, 10, and 14.8 deg (the 0-value 
illustrated in Fig. 1 is 10 deg). The shafts and end caps were 
made so that Z>max (Fig. 1) was maintained the same for all the 
investigated geometries, whereas Z)mi„ varied in accordance 
with the taper angle and module length. 

The aforementioned common value of Dmax was 4.450 cm, 
in terms of which the two module lengths may be expressed as 
Z,mod/Z>max = 0.762 and 1.143. Thus, taking account of the 
five taper angles and two module lengths, a total of 10 
converging-diverging test section geometries were employed. 
An eleventh test section was used for the straight tube case in 
order to obtain baseline values of the heat (mass) transfer 
coefficient and the friction factor. For this case, an untapered 
cylindrical shaft was utilized in the casting process for the 
naphthalene-coated modules. 

For the pressure drop experiments, additional modules, 
each equipped with a pressure tap at its axial midpoint, were 
incorporated into the array of naphthalene-coated modules. 
These additional modules were fabricated from either 
aluminum or plexiglass and did not, therefore, participate in 
the mass transfer process. They were geometrically identical 
to the naphthalene-coated modules. 

For each one of the test sections, six of the tap-equipped 
modules were fabricated. During the course of the pressure 
drop runs, the six modules were installed at various positions 
along the test section in order to yield information in both the 
hydrodynamic development and fully developed regions. 

Of the six tap-equipped modules for each test section, two 
modules (one converging, one diverging) were made of 
plexiglass in order to enable visual observations of the flow 
pattern to be made. The fluid motions were made visible by 
the oil-lampblack technique, which will be described shortly. 

Flow Circuit. The test section was oriented horizontally 
and was situated at the upstream end of an open-loop flow 
circuit that was operated in the suction mode. Air was drawn 
into the inlet of the test section from the temperature-
controlled laboratory room. From the test section exit, the air 
was ducted to a flow metering section (one of two calibrated 
orifices), to a control valve, and then to a blower. The blower 
was situated in a service corridor adjacent to the laboratory 
room, and its compression-heated, naphthalene-laden 
discharge was vented away from the laboratory. 

The upstream end of the test section was built into a large 
baffle plate. The presence of the baffle created a plenumlike 

MAINFLOW 

9 

MAINFLOW 

•? 
" l • i 

3.4° 

6.3 

14.8 

Fig. 3 Directions of fluid flow adjacent to the tube wall 

space upstream of the tube inlet from which the test section 
drew its air. Axial alignment of the test section was facilitated 
by fixtures which provided support from below and also 
compressed the array of modules from either end. The 
alignment was checked at the beginning of each data run. 

Instrumentation. For the mass transfer experiments, the 
key quantity is the change of mass of each module during the 
course of a data run. To this end, mass measurements were 
made immediately before and after the run using a Sartorius 
ultraprecision, electronic analytical balance with a resolving 
power of 10 ~5 g and a capacity of 166 g (typical changes in 
mass during a data run were in the range of 0.1 g). 

The thermocouples used in the experiments, one embedded 
in the test section and one in the airflow approaching the tube 
inlet, were made from specially calibrated copper-constantan 
wire. Periodic readings of the thermocouple emfs were made 
during the course of a data run by a programmable datalogger 
having a 1 ^V resolution. 

For the axial pressure distributions, the pressures from the 
individual taps were conveyed by plastic tubing to a pressure 
selector switch, the selected output of which was conveyed to 
a Baratron solid-state, capacitance-type pressure meter. Two 
sensing heads were employed—a 100 Torr head for the higher 
Reynolds numbers and a 10 Torr head for the lower Reynolds 
numbers. Both sensors afford an accuracy of 0.05 percent of 
the reading. 

Experimental Procedure. Various aspects of the ex
perimental procedure have already been mentioned, and 
additional features will be discussed. It was standard practice 
to leave the naphthalene-coated modules in the temperature-
controlled laboratory overnight in order to attain thermal 
equilibrium with the room air. During this period, the 
modules were kept in a sealed plastic bag in order to avoid 
sublimation and also to ensure that the air in the room was 
free of naphthalene vapor. 

Immediately prior to a data run, the modules were in
dividually weighed and then assembled to form the test 
section. The blower had been warmed up in preparation for 
the run, so that it provided a steady flow from the moment of 
its activation. After the preselected duration of the run, the 
test section was disassembled and the modules reweighed. 
During all of these operations, the modules were never 
directly touched by the hand; rather, either insulated gloves or 
padded tongs were used. 

To obtain a correction for possible extraneous sublimation 
which might have occurred between the two weighings (e.g., 
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during the setup and disassembly of the test section), a so-
called after-run was made. During the after-run, all aspects of 
the actual data run were repeated, but without the airflow 
period. The mass measurement following the after-run 
provided the sought-for correction (~ 1 percent). 

Flow Visualization. As was noted earlier, the flow 
visualization was carried out using the oil-lampblack 
technique. According to this technique, a suitable mixture of 
oil and lampblack powder is applied to a surface, which is 
then exposed to the airflow whose characteristics are to be 
studied. Ideally, under the action of the forces exerted by the 
flow, the mixture will move along the surface, following the 
paths of the adjacent fluid particles. However, in regions of 
very low velocity, the mixture remains stationary, and the 
flow pattern cannot be resolved. 

In the flow visualization runs, attention was focused on the 
plexiglass modules. Before the test section was assembled for 
such a run, white, plasticized, self-adhering contact paper was 
affixed to the plexiglass walls which bounded the airflow, but 
with a portion left uncovered to enable visual observations to 
be made. Then, drops of oil-lampblack mixture were applied 
to the contact paper surface in the form of dots. The contact 
paper gave a contrasting background for the black dots and, 
being removable at the end of the run, provided a record of 
the flow pattern. 

After the assembly of the test section, the airflow was 
initiated and maintained until there was no further movement 
of the oil-lampblack mixture. At this point, the flow was 
terminated, the test section disassembled, and the contact 
paper removed. 

By far the best resolution of the flow field was obtained at 
the highest attainable Reynolds numbers, which ranged from 
40,000 to 70,000 for the various periodically converging-
diverging test sections. All of the final visualization runs were 
made at these Reynolds numbers. 

Flow Visualization Results 

The direction of fluid flow adjacent to the converging and 
diverging walls, as obtained from the oil-lampblack flow 
visualization, is presented in Fig. 3. The figure is subdivided 
into left- and right-hand parts, which pertain respectively to 
the Lmod/Dm„ = 0.762 and 1.143 test sections. At the top of 
each part is a sketch depicting one cycle of the periodic tube 
geometry, showing a diverging module followed by a con
verging module. Below the sketch are four horizontal straight 
lines. Each line represents the axial length of a cycle and, 
furthermore, each such line corresponds to one of the in
vestigated taper angles, as listed at the right of the figure. The 
arrows deployed along the lines indicate the direction of the 
wall-adjacent fluid flow. For those regions where the forces 
exerted by the fluid were too weak to move the oil-lampblack 
mixture, question marks are shown. 

For the half taper angle of 3.4 deg (as well as 2 deg (not 
shown)), the flow adjacent to the wall is in the mainfiow 
direction at all axial stations along the cycle. Thus, for these 
angles, the flow is able to follow the contour of the wall and 
does not separate. 

The case of the 6.3-deg half taper does, however, show a 
small backflow region just downstream of the beginning of 
the diverging section, indicating the occurrence of flow 
separation and the presence of a recirculation zone. In ad
dition, there is a region situated to either side of the interface 
of the diverging and converging sections where the velocities 
were too low to enable the resolution of their direction. This 
region is believed to be a recirculation zone caused by the 
inability of the mainfiow to penetrate into the "valley" at the 
midpoint of the cycle. The flow pattern for the 10-deg half 
taper differs from the 6.3-deg case only in that the low 
velocity region has broadened and is shifted forward. 
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The most complete resolution of the flow pattern was at
tained for the 14.8-deg case. The backflow region adjacent to 
the cycle inlet is seen to be somewhat enlarged compared with 
those for the 6.3- and 10-deg cases. Furthermore, a second, 
clearly defined backflow region is in evidence upstream of the 
interface of the converging and diverging sections. Thus there 
are two pockets of separated, recirculating flow adjacent to 
the surface of the diverging module. For the converging 
module, the wall-adjacent flow is in the mainstream direction, 
except possibly for the small region of uncertainty at its 
upstream end. 

The occurrence of flow separation adjacent to axial stations 
where there is a sharp change in the slope of the wall is not 
unexpected. On the other hand, the fact that a significant 
portion of the wall of the diverging module is washed by a 
forward (i.e., unseparated) flow is noteworthy, especially so 
at the largest taper. The flow which enters a diverging module 
resembles a converging jet, with the extent of the convergence 
increasing with the taper angle. At a fairly large half taper 
angle such as 14.8 deg, it might be expected that the jet would 
arch over the wall of the diverging module and reattach 
downstream of it, at the adjacent converging module. From 
this viewpoint, the observed early reattachment of the flow at 
the wall of the diverging module is somewhat surprising. 

Mass (Heat) Transfer Results 

The mass transfer coefficients and Sherwood numbers 
obtained here can be converted to heat transfer coefficients by 
employing the analogy between the two processes. Because of 
this, the phrases heat transfer and mass transfer will be used 
interchangeably in the presentation of results. The thermal 
boundary condition for the heat transfer situation which is 
analogous to the present mass transfer situation is uniform 
wall temperature. 

Data Reduction. The per-module mass transfer coef
ficient, Kh for a typical module, /, was evaluated from the 
defining equation 

K^Wi/A^/Ap,,,! (1) 

In this equation, M,, the rate of mass transfer at module /, 
was obtained from the ratio AM,/r, where AM, is the 
measured (and corrected) change in the module mass and T is 
the duration of the data run. The quantity Aw is the per-
module surface area which bounds the flow 

^v = ^(#Lx--E>2min)/4sin0 (2) 
For a given test section, A w is the same for all modules. 

The denominator Ap„, of equation (1) is the wall-to-bulk 
difference in naphthalene vapor density for module ;'. Its 
evaluation requires that the axial variation of the bulk vapor 
density, pnb, first be determined. For this purpose, lety denote 
any module in the test section, with p?~b' representating the 
bulk vapor density at the inlet of the module and p>„b 
representing the bulk vapor density at the module exit. Then, 
from a mass balance 

pfnb=^nb^MilQ (3) 
where Q is the volumetric flow rate. Then, since pnb = 0 at the 
test section inlet 

Pia,= EMj/Q (4) 

The volumetric flow rate appearing in equation (4) was 
evaluated as w/p, where w is the test section mass flow rate 
and p is the mean density of the air in the test section. 

The other ingredient needed for the evaluation of the wall-
to-bulk density difference is the naphthalene vapor density, 
p,m, at the tube wall. This quantity was obtained by a two-step 
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process. First, by using the measured wall temperature, the 
naphthalene vapor pressure at the wall was calculated by the 
Sogin vapor pressure/temperature equation [7]. Then, pn„ 
was evaluated from the perfect gas law. 

Two definitions of the wall-to-bulk difference in vapor 
density were considered—the arithmetic-mean difference and 
the log-mean difference, respectively 

&Pn.i = Pnw ~ Vl(p'„b +Pi„~b
i) 

{ (Pnw-p'nb^-iPnw-p'nb)} 

(5) 
APn,iz 

/ln{(p„w- p'„z' )/(pn„ - p\,b)} (6) 

For all the experiments, the per-module rise in bulk density 
was small compared with the wall-to-bulk density difference 
Ap„,. As a consequence, equations (5) and (6) yielded in
distinguishable results. The log-mean difference was used in 
the data reduction because it is conventional practice in the 
heat transfer literature. 

The dimensionless counterpart of the mass transfer 
coefficient is the Sherwood number which, in common with 
the Nusselt number, contains a characteristic length. Since it 
is natural to compare the results for periodically converging-
diverging tubes with those for the straight tube, it is con
venient to employ a characteristic length which facilitates such 
comparisons. To this end, an equivalent diameter, D*, for a 
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Fig. 6 Illustrative results for the per-module fully developed Sherwood 
number ( L m o d / D m a x = 0.762) 

periodic tube is defined so that its mass transfer surface area 
(for a given axial length) is equal to that for a straight tube of 
diameter, D*. If, as before, Aw denotes the per-module mass 
transfer area, and Lmoi is the axial length of the module, then 
the aforementioned definition of D* yields 

*D'Lmod=A„ (7) 

where Aw is given by equation (2) and from which D* can be 
expressed in terms of the geometric parameters of the 
periodically converging-diverging tube. 

Thus, in terms of D* and of the Schmidt number Sc = c/2D, 
the per-module Sherwood number can be expressed as 

Sh,- =KiD*/£> = (K,-D*/v)Sc (8) 

where Sc = 2.5 for naphthalene diffusion in air. The 
kinematic viscosity v was evaluated as that for pure air. 
Consistent with the foregoing, the Reynolds number was 
defined as that for a straight circular tube of diameter, D* 

Re = 4w//tir£>* (9) 

in which w is the rate of mass flow through the test section. 

Entrance Region Results. Owing to space limitations, 
only a representative sample of the entrance region results will 
be presented here. These results will serve to illustrate the 
main trends. A more complete presentation is available in [8]. 

The effect of Reynolds number on the axial distribution of 
the Sherwood number is illustrated in Fig. 4 for fixed 
geometrical parameters (d = 6.3 deg, Lmoi/Dmlix = 0.762). In 
the figure, the per-module Sherwood number is plotted as a 
function of the dimensionless axial coordinate X/Lmoi. In 
particular, the Sherwood number for each module is plotted 
at the axial midpoint of the module, and the data for the 
converging and diverging modules are identified by different 
symbols. The figure contains two graphs, respectively, for Re 
= 9100 and 69,200. 

From this figure, it is seen that the Sherwood numbers for 
the converging and diverging modules fall naturally along 
separate lines. At lower Reynolds numbers, the Sherwood 
numbers for the converging modules exceed those for the 
diverging modules, while an opposite relationship exists at the 
higher Reynolds numbers. This finding can be rationalized by 
recalling the flow visualization results and the fact that more 
of a diverging module is washed by a separated recirculating 
flow than is a converging module. Furthermore, it is well 
known (e.g., from the results for a transverse blockage 
element in a duct [9]) that the Nusselt (Sherwood) number for 
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a separated region increases more rapidly with Reynolds 
number than does that for a related unseparated flow. These 
facts fit well with the aforementioned finding evidenced in 
Fig. 4. 

The effect of the taper angle on the axial distribution of the 
per-module Sherwood number is illustrated in Fig. 5 for a 
fixed Reynolds number ( = 34,000) and a fixed Lmod/Dm:ix 

( = 0.762). The upper graph is for a half taper angle 6 = 3.4 
deg, while the lower graph is for 6 = 10 deg. As before, 
different symbols are used to identify the results for the 
converging and diverging modules. 

There are three main effects of the taper angle on the 
Sherwood number distributions. First, at all axial stations 
except those near the tube inlet, the level of the Sherwood 
number increases significantly as the taper angle increases. 
Furthermore, since the angle-related enhancement is much 
more marked for the diverging modules than for the con
verging modules, the ordering of the Sherwood numbers for 
the two types of modules reverses with an increase in angle. 
Finally, there is a change in the shape of the axial 
distributions. At small angles, the distributions decrease with 
downstream distance as in a conventional entrance region. On 
the other hand, at larger angles, the distribution for the 
diverging modules is nearly flat while that for the converging 
modules displays a much smaller variation than at small 
angles. 

The transverse fluid motions and the flow separation which 
occur at larger taper angles give rise to vigorous mixing and 
enhanced heat transfer. Since the major zones of separation 
occur at the diverging modules, these modules experience 
greater angle-related enhancement than do the converging 
modules. The aformentioned enhancing tendencies build up 
with increasing distance from the inlet (in a manner similar to 
what occurs in a tube bank in crossflow) and, thereby, 
neutralize the otherwise-standard entrance region decrease in 
the mass (heat) transfer coefficient, 

Fully Developed Results. Fully developed Sherwood 
numbers were deduced for each case from axial distributions 
of the type illustrated in Figs. 4 and 5. A representative 
sample of these fully developed results is presented in Fig. 6, 
with the full complement of results available in [8]. 

In Fig. 6, per-module fully developed Sherwood numbers 
are plotted as a function of the Reynolds number for two 
cases respectively characterized by a small and a large half 
taper angle (for both cases, Lmod/Dmax = 0.762). At the lower 
Reynolds numbers, the Sherwood numbers for the converging 
modules tend to be higher than those for the diverging 
modules. However, as the Reynolds number increases, the 
latter Sherwood numbers increase more rapidly than do the 
former. Thus, with an increase in Reynolds number, the 
difference between the two sets of Sherwood numbers 
decreases and, at larger taper angles, there is a crossover point 
beyond which the diverging modules display higher Sherwood 
numbers which differ more and more from those for the 
converging modules. 

Figure 6 also affirms the enhancing effect of an increase in 
the taper angle. Both larger taper angles and higher Reynolds 
numbers promote vigorous recirculation adjacent to the walls 
of the diverging modules, with a corresponding increase in the 
Sherwood number. Another noteworthy feature of the figure 
is the excellence of the least-squares, straight-line represen
tations of the data. 

Up to now, attention has been focused on the per-module 
Sherwood number. For applications, however, it may be more 
useful to provide per-cycle Sherwood numbers or mass 
transfer coefficients, where a cycle consists of a converging 
module and a diverging module. Such per-cycle information 
will be presented here for the fully developed regime. 

a> 4 -

- 3 
<n 

•a " 
4 -

* 2 

-o 

SYMBOLS -mod max 

I -

i i i i _l_ _L _L J I L 
0.6 I 2 _ 4 6 8 

Re x 10 4 

Fig. 7 Per-cycle fully developed mass transfer coefficients 

Let K /rf.cyc denote the per-cycle, fully developed mass 
transfer coefficient, which was evaluated from 

^/rf,cyc=(A^cyc/2^4v 

where Mcyc and 2A 

)/Ap„,cyc (10) 

are the mass transfer rate and mass 
transfer surface area per cycle, while Ap„cyc is the log-mean, 
wall-to-bulk difference in naphthalene vapor density 
evaluated between the inlet and exit of the cycle. 

To achieve a very compact yet particularly insightful 
presentation of the results for all the investigated 0, 
^mod/-Dmax. and Re, the ratio 

-*Vtf,cyc' -"/^.straight tube 

will be employed. This ratio compares the value of Kj-dtCyc 

(11) 
for 

a periodically converging-diverging tube with the fully 
developed K value for a corresponding straight tube. For the 
comparison, the diameter of the straight tube is equal to the 
D* value for the periodic tube, and both tubes carry the same 
mass flow vv. Since Re = Aw/ fiirD*, the Reynolds numbers of 
the two tubes being compared are the same. 

The results for the Kfd ratio expressed by equation (11) are 
plotted in Fig. 7 as a function of the Reynolds number. These 
results encompass all of the parameter values employed 
during the experiments. As seen from the figure, the Kfd ratio 
increases steadily with the half taper angle, starting with a 
value of about 1.1 for 6 = 2 deg and attaining values in the 
range of 3-4 for 6 = 14.8 deg. Since the ratio is a direct 
measure of the enhancement corresponding to common values 
of Re and of the transfer surface area (i.e., common value of 
D*) for the periodic tube and the straight tube, it is evident 
that larger taper angles are highly enhancing. 

Another remarkable feature of Fig. 7 is the success of the 
presentation format in bringing together the results for the 
two investigated values of Lmoi/Dmax. Indeed, for all half 
taper angles up to and including 10 deg, the two sets of results 
are virtually coincident. Only for 6 = 14.8 deg do substantial 
deviations occur. It may be noted that other presentation 
formats were explored, but only that of Fig. 7 succeeded in 
bringing together the results for the two Lmod/Dmax values. 
Another virtue of this presentation format is that it yields a 
very much weaker Reynolds number dependence than would 
exist had the Sherwood number itself been plotted. 

To assist in its application, the procedure by which Fig. 7 is 
used for determining mass (or heat) transfer coefficients will 
now be outlined. For a specified periodic tube geometry (0, 
m̂od> £>max)> the equivalent diameter, D*, is calculated from 

equations (7) and (2). With this and with the selected airflow 
rate, vv, the Reynolds number is obtained from equation (9). 
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The Reynolds number is used both as an input to Fig. 7 
(yielding the Kfd ratio) and to a Nusselt (Sherwood) number 
correlation for turbulent heat transfer in a straight tube. The 
latter, taken together with D*, yields A/d,straight tube- Then, 
K/dwcI0r t n e periodic tube follows from the Kfd ratio. 

In view of the foregoing discussion, it is relevant to com
ment on the straight-tube mass (heat) transfer coefficient. 
Measurements made here (and reported in [8]) over the 
Reynolds number range from 10,000 to 100,000 yielded fully 
developed Sherwood numbers that are in excellent agreement 
with the well-established Petukhov-Popov equation 
(equations (8-23) and (8-24) of [10]). The maximum deviation 
of the data from the correlation is 4.2 percent, which is well 
within the 6 percent confidence limit specified by Petukhov-
Popov. It is, therefore, appropriate to evaluate .K/d|Straight tube 
from the Petukhov-Popov equation when using Fig. 7 to 
determine Kfd^ for periodic tubes. 

Pressure Drop and Friction Factor Results 

In a periodic duct such as that considered here, the flow 
pattern repeats itself cyclically in the fully developed regime. 
Similarly, the pressure has certain periodic characteristics. In 
particular, if Lcyc (= 2Lmod) denotes the axial length of a cycle 
and Xx is any station in the fully developed regime, then the 
pressures at points Xx, (X{ + Lcyc), (Xt + 2 Lcyc), (X, + 
3Lcyc), . . . lie on a straight line. Different straight lines 
correspond to different choices of Xt within a cycle, but all 
such straight lines will have the same slope. Within any given 
cycle, the pressure distribution along the cycle will not be 
linear. 

In the present experiments, all points of pressure 
measurement were situated at the axial midpoint of their 
respective module. Therefore, the measurement points for the 
diverging modules were spaced apart by the cycle length, Lcyc, 
and similarly for the measurement points for the converging 
modules. In view of this, it is expected that in the fully 
developed regime, the measured pressures for the diverging 
modules will lie on one straight line and those for the con
verging modules will lie on another straight line, with the two 
lines being parallel. 

With these expectations in mind, attention may be turned to 
a typical measured pressure distribution as shown in Fig. 8. In 
this figure, the difference between the local pressure, p, at X 
and the ambient pressure, pMm, is plotted as a function of 
X/Lmoi. The data correspond to 6 = 6.3 deg, Lmoi/Dmax = 
0.762, and Re =25,000. The figure shows that downstream of 
a hydrodynamic development length, the pressure distribution 
becomes linear, with' separate, parallel lines for the con
verging and diverging modules. 

The pressure gradients dp/dX determined from the 
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Fig. 9 Fully developed friction factors 

measured pressure distributions enabled evaluation of the 
fully developed friction factor 

f/d = ( ~dp/dX)D*/ViPV2 (12) 
where V = w/(pivD*2/4), and p is the mean density in the 
fully developed region of the tube. The thus-determined 
friction factors are plotted in Fig. 9 as a function of the 
Reynolds number for all of the investigated cases. Also in
cluded for reference purposes is the Blasius/,Re relation for a 
straight tube. 

The figure shows that the friction factor increases with the 
half taper angle, with the extent of the increase escalating 
markedly at the larger taper angles. Thus, for example, the 
friction factors for the 6.3 deg case are 1.7-3.9 times those for 
the straight tube, while the corresponding range for the 14.8 
deg case is 18-70. It may also be noted that the/-values for the 
longer modules are greater than those for the shorter 
modules, a result attributable to the larger changes of cross 
section for the former (i.e., larger Z3max/Z)min). 

Figure 9 documents the pressure drop penalty that is 
associated with the increase in the mass (heat) transfer 
coefficients evidenced in Fig. 7. To assess the net benefit of 
using a periodically converging-diverging tube instead of a 
straight tube, performance analyses are appropriate, as will 
now be illustrated. 

Performance Evaluations 

In comparing the performance of enhanced and 
unenhanced heat transfer passages, it is necessary to specify 
the constraints under which the comparison is made. There is 
a broad variety of constraints that may be employed [3-6]. In 
this paper, the basic heat transfer and pressure drop data have 
been provided so that performance evaluations can be made 
for any set of constraints that is appropriate to a specific 
application. However, because of journal space limitations, 
only representative performance evaluations can be carried 
out here. Specifically, performance comparisons between 
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Fig. 11 Comparison of constant-pumping-power, fully developed 
mass transfer coefficients for the periodic and straight tubes 

periodically converging and diverging tubes and the straight 
tube will be made for two sets of constraints, as follows: 

1 Equal airflow rate and equal transfer surface area 
2 Equal pumping power and equal transfer surface area 

For each of these two cases, the fully developed mass (heat) 
transfer coefficients for periodic and straight tubes will be 
compared in order to find which is higher. The condition of 
equal heat transfer surface area will be fulfilled by comparing 
a periodic tube of equivalent diameter, D*, with a straight 
tube having the same diameter, D*. 

The comparison of mass (heat) transfer coefficients for 
Case 1 has already been made in Fig. 7. As seen there, the 
periodic tube affords very significant enhancements which 
increase as the taper angle increases. The constraints of Case 1 
imply that the pressure drop and pumping power penalties 
which accompany the heat transfer enhancement can be 
accommodated. This would surely be so if the pressure drop 
associated with the heat exchanger is a small portion of the 
overall pressure drop of the system. 

Attention is next turned to Case 2. To implement this case, 
it may be noted that the pumping power, PP, required to drive 
a flow rate, w, through a pressure drop, Ap, is 

PP=(w/p)Ap (13) 

For a periodic tube and a straight tube which have equal 
diameters, D*, and equal lengths (any multiple of Lcyc), it is 
readily shown that the constraint of equal pumping power 
reduces to 

/Re3=(/Re3) s t r a i g h t t u b e (14) 

where the unsubscripted quantities pertain to the periodic 
tube. For the straight tube, the fully developed friction factor 
can be evaluated from the Blasius equation/ = 0.3164/Re'/4, 
so that equation (14) becomes 

Res l ra ighuube=(3.161/Re3)4/1) (15) 

The dependence of / on Re for the periodic tube is given by 
Fig. 9. 

Equation (15) provides a relationship between the Reynolds 
numbers for periodic and straight tubes which have equal 
pumping power. For a selected value of Re for the periodic 
tube, / is read from Fig. 9, and the Re and / values are in
troduced into the right side of equation (15), yielding the 
Reynolds number for the straight tube. Results obtained in 
this way are presented in Fig. 10, where the straight-tube 
Reynolds number is plotted as a function of the periodic-tube 
Reynolds number. Also shown in the figure is a dashed 
reference line which corresponds to equal values of the two 
Reynolds numbers. 

The figure shows that, as expected, a periodic tube must be 
operated at a lower Reynolds number than a straight tube in 
order to achieve equal pumping power. The differences 
between the two Reynolds numbers grow larger as the half 
taper angle of the periodic tube increases. For example, for a 
half taper angle of 6.3 deg, the ratio of the Reynolds numbers 
for the two tubes is about 1.25, while for 6 = 14.8 deg, the 
ratio is in the range from 3-4.5. 

With the just-determined Reynolds number information, 
the fully developed mass (heat) transfer coefficients for 
periodic and straight tubes having equal diameters, D*, have 
been determined. These coefficients, which correspond to 
equal pumping power, have been ratioed and are plotted in 
Fig. 11 as a function of Re (the Reynolds number for the 
periodic tube). The figure consists of two graphs, the upper 
one for the Lmoi/Dm&!i = 0.762 modules and the lower one for 
theZ,mod/Z?max = 1.143 modules. 

Inspection of the figure shows that for the most part, the 
periodic-tube transfer coefficient exceeds that for the straight 
tube. In fact, only for the 14.8 deg half taper and the longer 
modules (Lmoi/Dmax = 1.143) is the plotted ratio less than 
unity, an outcome which might have been expected because of 
the high pressure drop for this case (see Fig. 9). Thus, on a 
constant pumping power basis, the periodic converging-
diverging geometry is enhancing. Further inspection of the 
figure shows that greater enhancement occurs for the shorter 
modules. For both of the investigated module lengths, the 10-
deg half taper angle appears to yield the greatest enhance
ment. For this angle and for the shorter modules, the 
enhancement ranges from 60 to 30 percent over the Reynolds 
number range from 8500 to 70,000. These enhancements 
compare favorably with those given in Bergles' survey of 
enhancement techniques [3]. 

Concluding Remarks 

The research described here constitutes a comprehensive 
study of the turbulent heat transfer and fluid flow charac
teristics of periodically converging and diverging tubes. 
During the course of the work, three parameters were 
systematically varied, including the Reynolds number, the 
taper angle of the converging and diverging modules, and the 
module aspect ratio. The investigation encompassed four 
distinct but closely related parts. These included experiments 
which yielded entrance region and fully developed mass 
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(heat) transfer coefficients, pressure distributions and friction 
factors, and patterns of fluid flow. The fourth part was a 
performance analysis which used the experimentally deter
mined mass (heat) transfer coefficients and friction factors as 
input. 

In the performance analysis, periodically converging and 
diverging tubes were compared with the conventional straight 
tube for two sets of constraints. In Case 1, the comparison 
was made for equal mass flow and for equal transfer surface 
area, while for Case 2 the imposed constraints were equal 
pumping power and equal transfer surface area. 

The Case 1 comparison yielded large enhancements in the 
mass (heat) transfer coefficient for the periodic tube, which 
increases as the taper angle increased. These enhancements 
are accompanied by large pressure drop and pumping power 
penalties. For the Case 2 comparison, enhancements in the 
30-60 percent range were encountered, and these occurred at a 
half taper angle of 10 deg. 

References 
1 Webb, R. L.,Bergles, A. E., and Junkhan, O. H., "Bibliography of U.S. 

Patent Literature on Heat Transfer Augmentation Techniques," Report No. 

HTL-25, Engineering Research Institute, Iowa State University, Ames, Iowa, 
1980. 

2 Bergles, A. E., Webb, R. L., Junkhan, G. H., and Jensen, M. K., 
"Bibliography of Augmentation of Conveetive Heat and Mass Transfer," 
Report No. HTL-19, Engineering Research Institute, Iowa State University, 
Ames, Iowa, 1979. 

3 Bergles, A. E., "Survey and Evaluation of Techniques to Augment 
Conveetive Heat and Mass Transfer," Progress in Heat and Mass Transfer, 
Vol. 1, Pergamon Press, Oxford, 1969, pp. 331-424. 

4 Webb, R. L., "Performance Evaluation Criteria for Use of Enhanced 
Heat Transfer Surfaces in Heat Exchanger Design," International Journal of 
HeatandMass Transfer, Vol. 24, 1981, pp. 715-726. 

5 Bergles, A. E., Bunn, R. L., and Junkhan, G. H., "Extended Per
formance Evaluation Criteria for Enhanced Heat Transfer Surfaces," Letters 
in Heat and Mass Transfer, Vol. 1, 1974, pp. 113-120. 

6 Bergles, A. E., Blumenkrantz, A. R., and Taborek, J., "Performance 
Evaluation Criteria for Enhanced Heat Transfer Surfaces," Paper FC6.3, 
Proceedings Fifth International Heat Transfer Conference, Vol. II, 1974, pp. 
239-243. 

7 Sogin, H. H., "Sublimation from Disks to Air Streams Flowing Normal 
to their Surfaces," ASME Trans., Vol. 80, 1958, pp. 61-71. 

8 Souza Mendes, P., "Effect of Periodic, Tapered Enlargements and 
Contractions on Turbulent Heat Transfer and Fluid Flow in a Circular Duct," 
Ph.D. thesis, Department of Mechanical Engineering, University of Minnesota, 
Minneapolis, Minnesota, 1982. 

9 Sparrow, E. M., Molki, M., and Chastain, S. R., "Turbulent Heat 
Transfer Coefficients and Fluid Flow Patterns on the Faces of a Centrally 
Positioned Blockage in a Duct," International Journal of Heat and Mass 
Transfer, Vol. 23, 1981, pp. 507-520. 

10 Karlekar, B. V., and Desmond, R. M., Heat Transfer, 2d ed., West 
Publishing Company, St. Paul, Minnesota, 1982. 

Journal of Heat Transfer FEBRUARY 1984, Vol. 106/63 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



J.W. Baughn 
Professor. 

Mem. ASME 

M. A. Hoffman 

Professor. 

University of California, 
Davis, Calif. 95616 

B. E. Launder 
Professor, 

University of Manchester Institute 
of Science and Technology, 

Manchester, England 

R. K. Takahashi 
Postgraduate Research Engineer, 

University of California, 
Davis, Calif. 95616 

Turbulent Heat Transport in 
Circular Ducts With 
Circumferentially Varying Heat 
lux 

Experiments have been performed with turbulent air flow in a tube with uniform 
and with top-half heating; the flow was hydrodynamically fully developed at the 
start of the heated section, and there were negligible buoyancy effects. Numerical 
solutions of the mean momentum and energy equations which use the suggestion [1] 
that the ratio of radial-to-circumferential turbulent diffusivities is equal to the 
corresponding ratio of mean square velocity fluctuations in these directions agree 
well with the experimental results. 

1 Introduction 

The problem of heat transfer to turbulent flow in a circular 
pipe is very widely encountered in engineering applications. 
Over the last fifty years, numerous fundamental studies have 
been carried out to establish the thermal characteristics of 
such flows. Although these studies have largely adopted 
circumferentially uniform boundary conditions, many 
practical problems (e.g., heat exchanger tubes) involve 
significant departures from axial symmetry due to either flow 
nonuniformity, to circumferential variations in wall heating 
or both. The effect of these nonuriiformities is of considerable 
interest, since local overheating could cause equipment 
failure. 

From the available experimental studies, it is clear that the 
effective thermal or mass diffusivity in a circular pipe is 
significantly nonisotropic, being markedly higher in the 
circumferential than in the radial direction. From the prac
tical standpoint, this directional variation is helpful because it 
will tend to reduce the circumferential temperature gradients 
in the tube that are the primary cause of failure. There are few 
sets of data, however, that are sufficiently well documented to 
allow this anisotropy to be quantified with any certainty. For 
example, the heat and mass transfer data of Quarmby and 
Quirk [2] indicate circumferential diffusivities near the wall 
between 2 and 50 times that in the radial direction. This wide 
variation is due at least in part to the fact that the radial fluxes 
and gradients both approach zero at the wall, so there is great 
uncertainty in their ratio (which is proportional to the radial 
diffusivity). 

Heat transfer experiments with nonuniform circumferential 
heat flux have been reported by Black and Sparrow [3], 
Knbwles and Sparrow [4], and Baughn et al. [5] using air (Pr 
= 0.7) and by Chan, Baughn, and Hoffman [6] and Schmidt 
and Sparrow [7] using water (Pr = 3.5-11.5). The processing 
of these data to extract definitive diffusivity ratios is ham
pered by the fact that the thermal field requires a much 
greater downstream distance to reach full development than 
in the axisymmetric case, so estimates made on the assump
tion of fully developed flow can be very seriously in error [8]. 
Moreover, in several cases there is a relatively large cir

cumferential heat conduction in the tube wall, and while 
corrections are applied, there is inevitably some associated 
uncertainty in the circumferential heat flux boundary con
ditions for the fluid. 

Most computational studies of nonaxisymmetric heat 
diffusion in pipes have been based on intuitive notions about 
turbulent mixing. In the scheme of Gartner et al. [9], for 
example, effective radial and circumferential mixing lengths 
are evaluated geometrically from the particular cross-
sectional shape in question. Although the scheme has been 
successfully applied in a number of geometries, the ad hoc 
empirical inputs suggest that the model is unlikely to achieve 
great breadth of applicability. 

In the last few years a more fundamental and potentially 
more general approach to modeling turbulent heat transport 
processes, the second-moment closure model, has begun to be 
used. These schemes are based on the solution of transport 
equations for each of the nonzero turbulent heat fluxes, utt, 
and Reynolds stresses u,Uj. A review of alternative closure 
forms is given in [1]. 

For flow in tubes of uniform cross section, the transport 
terms in these equations are small compared with source and 
sink terms; the transport terms can then be discarded without 
significantly altering the characteristics of the predicted 
velocity and flow fields. A much simpler model then emerges. 
For the case of an axisymmetric velocity field, it turns out that 
the ratio of circumferential to radial diffusivities can be 
approximated by (see [1]) 

u] 
(1) 
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where F, denotes the turbulent diffusivity and the subscripts 
indicate the direction. Reference [1] compares the variation 
across a pipe of the diffusivity ratio_given by equation (1) 
(using Laufer's measurements [10] for uj and u}) with values 
from measurements of temperature profiles and heat fluxes. 
The latter data, as noted above, exhibit great scatter, though, 
on the average, give rather larger anisotropies in the diffusion 
coefficients than indicated by equation (1). However, recent 
computations of Sparrow and Black's [3] experiments by 
Chieng and Launder [8] using equation (1) and Laufer's data 
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Fig. 1 Diagram of the experimental apparatus 

result in excellent agreement with the limited experimental 
temperature distributions. This result underlines the difficulty 
of processing out reliable values of turbulent diffusivities 
from measured temperature or concentration fields. 

In order to provide more evidence for assessing the 
usefulness of equation (1), it was felt necessary to obtain 
further experimental data on nonuniform heating in which a 
much stronger circumferential variation in surface heat flux 
was provided than in [3]. This paper describes the experiments 
performed with this goal in mind and provides a detailed 
comparison with numerical computations based on equation 
(1). 

2 Description of the Experimental Apparatus 
A diagram of the experimental apparatus is shown in Fig. 1. 

Air is blown through a filter element and then through an 
acrylic tube. The tube sections have an i.d. of 9.5 cm with a 
0.32-cm wall thickness, and are each 1.83 m long. Three to 
five tubes were used upstream of the heated section to obtain 
hydrodynamically fully developed flow. The hydrodynamic 
conditions in this unheated section and at the entrance to the 
heated region were investigated in detail by Friesen [11] to 
ensure that the flow was indeed hydrodynamically fully 
developed. In that study, measurements were made of the 
velocity profiles (pitot tube and single hot wire), the tur
bulence intensity distribution and turbulence spectra (single 
hot wire), the turbulent shear stress distribution (x-wire), and 
pressure gradients for different types of duct entrances and 
entry lengths. It was concluded that, for a range of Reynolds 
numbers (13,000-80,000) the flow was fully developed and 
thoroughly characterized for an LID equal to or greater than 
about 56 (three unheated entry tubes). 

The heated sections used acrylic tubes identical to the entry 
length tubes, except that a transparent, gold-coated polyester 

sheet (Intrex)1 was glued on the inside using a plexiglass 
cement2 (see Fig. 2). The gold coating served as the electrical 
resistance heating element, with a resistance of about 6 
ohms/sq (ohms/sq is used as a measure of the electrical 
resistivity of a film since the resistance across a square is the 
same if it is 1 cm, or 1 m). These sheets had scribed electrical 
isolation lines at 30 deg (circumferential) intervals and in
dividual electrodes at the flanges, which made it possible to 
individually heat the strips in any programmed fashion. The 
electrodes consisted of 0.09-mm aluminum foil glued to the 
gold surface of the Intrex with silver-loaded epoxy. 

The a-c electrical power to each strip was individually 
controlled with a dimmer switch. Copper-constantan (40 
gauge) thermocouples were mounted with epoxy cement on 
the outside of the polyester sheet through holes in the tube 
wall at various axial and circumferential positions (see Fig. 3), 
and 5 cm of urethane foam insulation was mounted on the 
outside of the tubes. The entire apparatus was wrapped with 
an aluminized mylar jacket to minimize radiation heat 
losses. This design allowed us to program in precise heat flux 
boundary conditions since there was very little heat loss and 
very little conduction in the thin walls of the acrylic tubes. A 
two-dimensional conduction analysis of the acrylic tube and 
urethane foam demonstrated that the thermocouples were at 
the inside wall temperature and that essentially all the local 
electrical heating in the gold film was transferred directly to 
the air flow in the tube. A small (usually much less than 4 
percent) correction for the wall conduction was made to the 
data. 

Referring back to Fig. 1, the thermocouple EMF's were fed 
via an HP-scanner directly to an on-line LSI-11 computer, 
which calculated the local Nusselt number for the prescribed 
heat flux distribution. This data acquisition system was 
programmed with individual thermocouple calibrations and 
performed the complete data reduction. 

3 Mathematical Model for Nonuniform Cir
cumferential Heating 

The development of the thermal field in an asymmetrically 
heated turbulent pipe flow is described by the three-
dimensional mean energy equation 

dT 1 a 
U, 

dz r dr 
r an. i a r i an 

(2) 

Intrex is a trade name for a gold-coated polyester film manufactured by 
Sierracin/Sylmar Co., Sylmar, Calif. 

2Weld-On-3 Solvent for Cementing Plexiglas, Industrial Polychemical 
Service, Gardena, Calif. 

CP 
D 
/ . 

h 

h 
L 
m 

Nu 
Pe 
Pr 
q" 
R 
r 

= 
= 

= 

= 
= 
= 
= 
= 
= 
= 
= 
= 

specific heat 
inner diameter 
factor defined by equation 
(A2) 
factor defined by equation 
(A5) 
heat transfer coefficient 
length of tube 
mass flow rate 
Nusselt number, hD/k 
Peclet number, Re Pr 
Prandtl number, ncp/k 
heat flux 
electrical resistance 
radial distance from center of 
tube 

r0 '-
Re = 

T = 
t --

U --
u = 
V --
w = 
y --

y+ --

z = 
p = 

8G = 

= tube inner radius 
= Reynolds number, UzD/v 
= mean temperature 
= f luc tua t ing t e m p e r a t u r e 

component 
= mean velocity component 
= fluctuating velocity component 
= voltage 
= width of a gold heating strip 
= distance from tube wall, r0 — r 
= dimensionless distance, 

(y/v) ^rw/p 
- axial flow direction 
= temperature coefficient of 

resistivity 
= local thickness of the gold film 

P = thermal diffusivity 
v = kinematic viscosity 
6 = circumferential direction 

pe = electrical resistivity 

Subscripts 

b = bulk mean 
e = electrical power 
L = heat loss 
r = radial direction 
t = turbulent 

U = uniform circumferential 
heating 

w = wall 
d = circumferential direction 

oo = fully developed 
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Fig. 2 Cross-section of a portion of the heated tube showing the 
electrical connections at the flange between two tube sections 

The turbulent diffusivities have been introduced to replace the 
velocity-temperature correlations 

— 1 dT 
-ugt = r,,e—— (3) 

— dT 

-M=r,,r — 
dr 

30 
The velocity field is assumed to be axisymmetric and fully 
developed at entry to the heated section and to be entirely 
unmodified by the wall heating. The mean velocity 
distribution Uz(r) was obtained by solving the axial mean 
momentum equation using the following two-part, algebraic 
prescription of the (radial) turbulent viscosity across the pipe 
to express the turbulent shear stress —uruz in terms of the 
mean velocity gradient 

vt= ( 0 . 4 1 ) V ( l - e x p ( - ^ + / 2 6 ) ) 2 | - ^ 
I dr 

(4) 

Here y denotes distance from the pipe wall (y — r0 — r). 
Equation (4) is used in the viscous sublayer and buffer zones; 
switchover to (5) is made as soon as equation (5) gives a 
smaller value of v, than (4). The radial thermal diffusivity is 
then obtained from 

r,,r = x,/Pr, (6) 

where the turbulent Prandtl number is given by the following 
function of Peclet number 

Electrical Isolation—n 

Scribad Lines J 

Thermocouples 

Par AKI I I Location 

instrumented 

Heating Section 

^-Thermocouple 

/ Axial Location 

W T£ 

Fig. 3 Thermocouple positions on the heated tube and locations of 
the electrical isolation lines 

diffusivity is obtained from equationJl) where, following the 
practice in [8], the distribution of uj lu\ across the pipe is 
taken from a curve fit to Laufer's [10] measurements given in 
[8]. 

Numerical solutions to equation (2) have been obtained by 
adapting the finite-volume heat conduction code TEACH-C, 
[13]. The principal changes have been documented in a user's 
guide [14]. The additional modifications introduced in the 
present study are the incorporation of the newly prescribed 
v,(r) and Pr , (r) and the generalization of the alternating 
sweep capability to include arbitrary circumferential spacing 
of nodes. The latter modification was necessary because of 
the abrupt variation in wall heat-flux distribution in the 
present top-half heating experiments (the computations of [8] 
had considered only the Black and Sparrow experiment, 
which was admirably resolved with a uniform 6 spacing). In 
the calculations reported, V in equation (2) was assumed 
constant. However, one check run at Re = 47,400 using a 
temperature-dependent T in equation (2) showed only a 0.6 
percent difference in the Nusselt number. 

The mesh comprised 26 unequally spaced nodes in the 

Pr, (r) = 

2Pr ( c 

+ C Pe,. 

(7) 

Pr,c 
- - ( C P e , ) : 

where 

Pe, = (v,/v)PT , Pr /oo=0.8 

1 - exp I 

C=0.2 

The model specification of equations (4-7) is that suggested 
by Kays and Crawford [12]. It may be regarded as a 
correlation of the experimental data for v, and Tlr in 
hydrodynamically fully developed pipe flow. This 
prescription of v, is superior to the ramp mixing-length profile 
used in the earlier study of [8], since that gave vt = 0 at the 
pipe axis and (in order to provide a global compensation for 
that weakness) an excessively large level of turbulent viscosity 
in the range 0.2 < r/r0 S 0.8. We felt the changeover to the 
present specification was desirable to remove any possible 
effect of the prescribed radial profile of diffusivity on con
clusions reached about the validity of equation (1). The 
adoption of a radius- and Peclet-number- dependent Pr, 
(equation (7)) gives an improved description of the thermal 
boundary layer growth near the start of heating where the 
thermal layer is thin. Finally, the circumferential turbulent 

radial direction and 26 circumferential nodes mapping the 
half circle 0 < 6 < IT, the greatest concentration being in the 
region of rapidly varying circumferential heat flux (see Fig. 
7). The circumferential grid spacing was about 16 deg at 8 = 0 
deg and decreased geometrically to 0.4 deg at 0 = 90 deg. The 
value of y+ at the wall-adjacent cell was less than 1.0. 
Previous grid-dependency studies in the work reported in [8] 
showed this grid density to be adequate. The forward step size 
was initially 0.02 x r0 gradually expanding to 1.0 x r0 as the 
thermal layer approached full development. The com
putations have been performed on a PDP 11/34 with a typical 
CPU time of 10 min for a development length of 50 dia 
(compared to about 106 min before the modification to 
permit alternating sweep). 

The above modified model is referred to as the nonisotropic 
turbulence model 3m in this paper. The original version of 
this nonisotropic turbulence model in [8], is referred to as 
model 3. Model lm is the isotropic diffusivity model (T,e = 
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Fig. 4 Axial distribution of normalized Nusselt number at positions of 
maximum and minimum heating for the heat flux distribution used by 
Chieng and Launder [8] 
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Fig. 5 Variation of fully developed Nusselt number with Reynolds 
number for uniform heating 

r , r ) , and model 2m is the highly nonisotropic diffusivity 
model (Tlt„ = 10 x r, if). 

It is of interest to compare the predictions of the original 
nonisotropic turbulence model 3 with those of the modified 
model 3m just described. The predictions for the Black and 
Sparrow near-cosinusoidal heating case presented in [8] are 
compared to the modified model on Fig. 4. It can be seen that 
the modifications introduced here do not change the basic 
conclusion of [8]; namely, that equation (1) model predicts the 
Black and Sparrow results better than does an assumption of 
isotropic diffusivities (model lm). 

4 Data Reduction and Error Analysis 
The primary measurement in our experiment was the wall 

temperature distribution about the circumference at specific 
locations along the length of the asymmetrically heated tube. 
Before local heat transfer coefficients can be calculated, the 
local electrical heat input and local heat losses must be 
determined. The local heat transfer coefficient is calculated 
from 

h(0,z) = 
q'e(6,z)-q'l(e,z) 

(8) 
Tw{B,z)-Tb(z) 

where qe"(6,z) is the local electrical power input, qL" (0,z) is 
the local heat loss, and Tw (d,z) and Tb (z) are the local wall 
and bulk temperatures, respectively. 

Calculation of qe"(0,z). In the Appendix, we define a 

o Present Experiments, Re =46,700 
Present Numerical Results, Re =47,400 
Sparrow, Hallman, & Siegel, Re=50,000~ 

"Net 

o ( Z = 0 ) 

(Z) 1.1 
1.0 
0.9 
0.8 

Fig. 6 Axial variation of normalized Nusselt number for the uniform 
heating case (upper graph), and axial variation of circumferentially 
averaged heat flux input to the computer code for uniform heating 
case, nominal Re = 46,700, q„ = 245 W/m2 (lower graph) 
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Fig. 7 Effects of two-dimensional conduction analysis on a 0.318-cm-
thick by 9.525-i.d. cast acrylic tube with the heating film on the inside 
wall for the case of top-half heating 

correction factor f2(6,z) which accounts for the effect of the 
small local variations in the thickness of the gold coating and 
the width of the strip on the local electrical heat flux input, 
qe" (6,z). The local heat transfer coefficient then becomes 

h(6,z) = 
g;/2(0.z)-gZ(g.z) 

Tw(d,z)-Tb(z) 
(9) 

Now f2(6,z) was still an unknown because the local 
variations in gold coating width and thickness were not 
measured quantities. Instead, f2(d,z) was determined from 
experimental data by using our runs for the uniform heating 
boundary condition. By assuming that h(d,z) = ha = a 
constant for fully developed flow beyond z/D of 40, f2(6,z) 
could be determined from the equation (9). 

The first estimate for h„ was made assuming/2(0,z) = 1.0 
and calculating h(8,z) at each thermocouple location for the 
fully developed flow region 

w^JL*™*— (io) 
Tw(8,z)-Tb(z) 
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Fig. 8(a) Comparisons of the present experiments with predictions for 
the top-half heating conditions, nominal Re = 47,400 
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Fig. 8(b) Comparisons of present experiments and predictions for the 
top-half heating conditions, nominal Re = 47,400 

Then 

A£> = 
i>(«,«) 

01) 

where n is the number of thermocouples around the cir
cumference. Using this first estimate of hm, the first estimates 
of fi(.d,z) could be obtained from equation (9). A second 
iteration could then be performed, if necessary. This "in-
situ" calibration technique of the gold film using the fully 
developed region of the uniformly heated pipe permitted us to 
obtain very high-accuracy results even with the slight 
nonuniformities present in the commercially available Intrex 

Fig. 9 Circumferential distribution of wall minus bulk temperatures 
for top-half heating Z/D = 58.2, nominal Re = 47,400 

film. The full range of f2{6,z) was 0.93 to 1.04, but typically 
the values were in the range of 0.98 to 1.02. Using these f2 
values, ^'was then calculated from equation (A6). 

Calculation of qL " (d,z). The local heat loss due to radial 
and circumferential conduction was calculated using a two-
dimensional, finite-element heat conduction code. The 
conduction code utilized 210 elements—2 rows of 42 elements 
in the cast acrylic tube wall and 3 rows of 42 elements in the 
urethane foam insulation. The inner-wall boundary con
ditions were the measured wall temperatures and the outer-
wall boundary condition was the sum of a circumferentially 
varying, free-convection heat transfer coefficient and an 
effective heat transfer coefficient for radiation. 

Also contained in qL were local heat losses due to radiant 
exchange between the heated and unheated surfaces of the 
inner wall. A radiation analysis using the emissivity value e 
= 0.15 (the manufacturer recommended 0.10-0.20), showed 
that the maximum local internal radiation heat loss was about 
0.014 qe" for the case of top-half heating. The value for qL" 
(considering all mechanisms for local heat losses) varied up to 
about 0.04 qe". The calculation of qL " was not very sensitive 
to the outside wall free-convection boundary condition since 
the heated tube was well insulated. 

Calculation of Tb(z). The local bulk temperature was 
calculated from 

T„(z)=-
mc„ 

(<7e • * ' ( z ) 
- ) + T, i(in) 

where m is the mass flow rate, r6(in) is the bulk temperature at 
the inlet of the heated tube, and qe and qL are the heat flows 
for the entire tube length; qL in this case contains only the 
heat loss from the outer surface of the tube insulation. 

It may be appropriate to note here that as Tb (z) increases 
along the length of the tube, the viscosity increases and the 
Reynolds number decreases proportionally. For our ex
periments where the exit bulk temperature was typically 
3-6°C above the inlet bulk temperature, the Reynolds number 
decreased by only about 1 percent, and its effect is thus 
negligible. In our data reduction, we nevertheless calculate 
h(6,z) (and Nu(0,z) = h(8,z)D/k) using properties based on 
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the local bulk temperature, and present the data as a ratio 
Nu/Nuoou, where Nu^y for uniform heating is based on the 
local Reynolds number. The value of Nu^y is assumed to vary 
as Re8. By presenting the data in this normalized manner, 
most of the effects due to varying Reynolds number are 
eliminated. In our data reduction, we also correct (Tw - Tb) 
by the local Re8 factor when this temperature difference is 
plotted. 

It should be noted that the nominal Re quoted for a given 
run is based on the properties at the entrance to the heated 
section. 

Uncertainties in the Results. The uncertainties in our ex
perimental results were determined following the procedures 
recommended in [15]. The measurements which were 
responsible for the largest uncertainties (all considered 
"accidental, single-sample errors") were the velocity 
measurements with the pitot tube (± 1.5 percent), the 
heating-strip resistance measurements at TR<,{ (± 1 percent), 
the thermocouple measurements of the wall temperatures (± 
0.15°C), and the air bulk temperature measurements (± 
0.30°C). 

The final estimates of the uncertainties in the parameters 
used in the plots (quoted for 20:1 odds) are: 

Reynolds number ±1.5 percent 
[Tw(6,z)-Tb(z)} ±0.34°C 
Nusselt number ± 4.5 percent 
Nu/Nuoot/ ± 5.0percent 

5 Results and Discussion 
Uniform Heating Results. An experiment was first run with 

a uniform heat flux boundary condition (with a fully 
developed velocity field at the entrance of the heated section), 
and the results were compared with generally accepted ex
perimental and theoretical results of previous workers. These 
results are shown in Figs. 5 and 6. Note that from Fig. 5 the 
present numerical results for the fully developed Nu, obtained 
using equations (4-7), are in generally close agreement with 
the theoretical result of Sparrow et al. [16] and with our data. 
(Our experimetnal result at Re = 46,700 does, however, lie 8 
percent below the numerical computation, a discrepancy 
which did not, for some unknown reason appear in the test 
with asymmetric heating.) The data and theory of [16] lie 
15-20 percent below the Dittus-Boelter correlation, indicating 
that the Dittus-Boelter correlation is probably too high for 
air, as is widely acknowledged. 

Results for the thermal development are shown in Fig. 6(a). 
These normalized Nusselt numbers can be seen to show 
satisfactory agreement between the present experiments and 
our computations as well as with the theory of Sparrow et al. 
[16]. On Fig. 6(a), our numerical results were obtained using 
circumferentially uniform heating but using the nonuniform 
axial heating condition shown in Fig. 6(b). This latter heat 
flux boundary condition is directly proportional to the/2(0,z) 
factor (previously discussed) and provides the best ap
proximation to our actual experimental conditions. Note that 
the four data points for 43 < z/D < 60 for the present ex
periments were forced to lie exactly on Nu/Nu^y = 1.0. 
These data were all assumed to be fully developed and were 
used in the data reduction scheme to correct the other data 
points. As a result, the normalization of the Nu using Nu^y 
"suppresses" the 8 percent difference between our data and 
the computational results referred to above. 

Top-Half Heating Results. Heating the top half of the tube 
( - 90 deg < 6 < 90 deg) was achieved by applying electrical 
current through the six upper Intrex strips shown in Fig. 3. 
The resultant step profile of q'g is shown in Fig. 7. After 
taking into account radial and circumferential conduction in 
the tube wall and insulation, and also considering radiation 
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transfer between surfaces on the inner wall, the net heat flux 
into the flow, q^ei, was calculated and is also shown in Fig. 7. 
As expected, the net heating profile gives a good ap
proximation to a step heating profile. This heat flux profile is 
used in calculating Nusselt numbers from the experimental 
data, as previously discussed, and also serves as the heat flux 
boundary condition for the numerical computations. 

Figures 8(a) and 8(6) show the full set of experimental data 
obtained for the top-half heating run. One can see that the 
temperature field is not yet fully developed at a z/D = 60, as 
expected for nonuniform heating [8]. The (T„ — Tb) data for 
0=15 deg (the thermocouple position closest to the top of the 
tube) and 6 = 165 deg (closest to the bottom) are compared to 
the three theoretical models in Fig. 8(a). The data at these 
positions are probably the most reliable, because they are least 
affected by tube-wall conduction. As a result, they offer the 
most sensitive test of the physical models of diffusion. The 
basic (Tw — Tb) data can be seen to agree more closely with 
the nonisotropic diffusivity model 3m using equation (1) than 
with the isotropic modle lm, particularly at large z/D. 

For interest, computational results are also shown for a 
10:1 ratio of diffusion coefficients (model 2m), a situation 
that had been considered in [8], following a suggestion by 
Black and Sparrow that such a ratio seemed to be indicated by 
their data close to the wall. As in [8], this model gives com
pletely erroneous trends with fully developed flow being 
reached at z/D of only about 20. 

In Fig. 8(b), the data for the thermocouples at 45, 75, 105, 
and 135 deg are compared in the numerical results for the 
isotropic model lm and nonisotropic model 3m. Once again 
the data agree better with the nonisotropic model 3m. 
Crossplots of the data and theoretical curves are shown on 
Fig. 9 for z/D = 58.2. The better agreement of the data with 
the nonisotropic model 3m is again apparent. 

It is interesting to note that the predictions of the wall 
temperature in Fig. 8(b) at 75 deg are slightly above, while the 
predictions at 105 deg are slightly below the experimental 
data. This suggests that the circumferential diffusion of 
turbulent heat flux in the turbulent transport equation, a 
process implicitly neglected in arriving at equation (1), may be 
significant in this region of rapidly varying heat flux (see Fig. 
7). However, no definitive conclusion is possible, because this 
is also a region where the experimental uncertainties due to 
wall conduction are largest. 

6 Conclusions 
A set of experiments has been run to try to assess the 

adequacy of the nonisotropic diffusion model (equation (1)) 
for representing heat diffusion processes in pipe flow with 
strongly nonuniform circumferential heating. The use of a 
gold-coated polyester sheet to provide the electrically heated 
boundary has proved to be particularly suitable for the study 
of convective heat transfer in tubes with a circumferentially 
varying heat input. It has allowed the establishment of an 
essential step change in heat input with only minor corrections 
needed to account for conduction effects in the tube walls and 
heat losses through the polyurethane insulation. 

Numerical simulations were made of the present ex
periments and of the earlier less severely asymmetric heating 
data of Black and Sparrow [3] employing equation (1) in 
conjunction with radial profiles of turbulent viscosity and 
Prandtl number obtained from axisymmetric data. The 
computations show clearly that equation (1) gives a more 
satisfactory prediction of the wall temperatures than is ob
tained by assuming isotropic diffusivities. 

Further experiments would be useful in which the asym
metric heating extended far enough downstream for the fully 
developed state to be reached i.e., z/D ~ 200. Our com
putations indicate (in conformity with those of [8]) that the 
fully developed levels of Nu are more sensitive to the 
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nonisotropy of the diffusion coefficient than those in the 
developing region. 
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A P P E N D I X 
Correction Technique for Slight Noauniformities in the 
Gold Coating 

The gold coating on the Intrex film had slight variations in 
thickness and hence in local resistance. In addition, when the 
longitudinal lines were scribed on the gold coating to sub
divide it into strips, there were inevitably some small 
variations in the widths of the strips. The following technique 
was used to correct the local electrical heat flux inputs, 
qe"(d,z), for use in the calculation of the local h{d,z) as 
described in the text. 

The measurements available to calculate qe"(8,z) were the 
voltage, V(d), across the length of the gold coated strip (at 
position 0); the local wall temperatures, Tw(6,z); the tem
perature coefficient of resistivity, (3; and the total resistance, 
R (Tle!), in ohms, measured across the length of the strip. The 
measurement of R (rref) was made when the strips were not 
being heated and at uniform temperature Tre(. Thus 

„,„ ._ v(6)2 pe{ne,z)) 
Qe(t>'Z) RHTK!)ll+0(T-TKf)]i wH9,z)5G(z) ( ' 
where T is the average temperature of the heated strip, 
pe (T(6,z)) is the local resistivity of the gold coating, 5G (z) 
is the local thickness of the gold coating, and w(6,z) is the 
local width of the gold coating strip. By introducing a factor 
fx(6,z), representing the relative local thickness of the gold 
coating for a given strip at an angle, 6, such that 

1 f i 
z) dz=1.0 

where L is the length of the strip, we can then write 
Pe(T) =w 
5c (z) L 

Thus, 
qe"(e,z) 

(A2) 

*(7'™f)[l+0(7,
w(fl,z)-7'ref)]/1(fl,z) (A3) 

V{0? (w/L)[l+f3(Tw(d,z)-TKt)] 
R(Ttef) w2(0,z)[l+/3(7\-:rref)]2 Jl('Z'(A4) 

If we let the factor fi{d,z) include both relative variations in 
local thickness and width of the gold coating such that 

\ \Lf2(6,z) dz=L0 ;f1{6,z) = Md'ZJf (A5) 
L Jo w (0,z) 

th!?»rfl ,\ - VW2MW [i + fl(r„(fl,s)-:rref)] 
Qe \0,Z) 2 (A6) 

where vv is the average width of the strip. 
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Heat Convection in a Horizontal 
Curved Pipe 
Thermally and hydrodynamically developing flow in heated horizontal curved pipes 
is analyzed. The perturbation solution is quantitatively valid only in a small region 
near the pipe inlet. The solution, however, provides information about the physical 
importance of centrifugal force and buoyancy on the developing flow. It also 
reveals the length and the velocity scales for the downstream regions where the 
secondary flow can not be treated as a small perturbation. The relative importance 
of centrifugal force and buoyancy is determined by the ratio of the Dean number 
and the Grashof number. 

1 Introduction 

Heat convection in curved tubes is of considerable interest 
in many applications. The induced secondary flow in curved 
tubes causes a significant azimuthal variation in the heat flux 
and delays transition to turbulent flow. It appears that there is 
no available criterion to judge the relative importance of free 
convection to that of centrifugal forces for a developing flow. 
Also, the appropriate parameters to correlate data are not 
known at present. This paper will address these points. A 
comprehensive review of curved-pipe flows can be found in 
[1,2] and will not be repeated here. 

It is well known that the secondary flow induced by cen
trifugal force in a curved pipe behaves like a local stagnation-
point flow near the outer bend where the local maximum heat 
flux occurs. Near the inner bend, the secondary flow looks 
like a "reverse" stagnation-point flow, and the result is a 
local minimum heat flux. On the other hand, centrifugal force 
is not the only important body force in heated curved pipes. It 
has been demonstrated that, for a fully developed, curved-
pipe flow heated with nearly constant wall-heat flux, the 
buoyancy force can be the dominant body force [3, 4]. The 
centrifugal force and the buoyancy force are characterized by 
a Dean number, D, and by the product of Grashof number, 
Gr, and Reynolds number, Re, respectively. Relatively few 
studies [5] have been reported which identify the importance 
of buoyancy in the entry region of curved pipes. A per
turbation solution is presented in this paper which describes 
the flow development and the variation of heat flux in the 
entry region of a heated curved pipe. The pipe is assumed to 
be connected to a large chamber. A sharp reduction of the 
flow passage between the chamber and the curved pipe in
duces a nearly uniform velocity profile at the entrance of the 
pipe. The fluid temperature at the inlet of the pipe, Tin, is also 
nearly uniform. The pipe wall is held at a constant tem
perature, Tw, which is warmer than 7"in. 

The perturbation solution is only valid within a small region 
near the pipe inlet. Its asymptotic form, however, reveals the 
essential physics of the developing flow, the relative im
portance of centrifugal force and buoyancy, and the axial 
azimuthal variation of the local heat flux. Furthermore, it 
provides information about the axial length scales, and the 
associated velocity scales of several downstream regions 
where neither centrifugal force nor buoyancy can be treated as 
a perturbed quantity. 

One of the interesting findings from the perturbation 
solutions is that the local maximum wall heat flux occurs at 
the inner bend near the inlet. This is due to the effect of the 
local accelerating flow over the convex surface (inner bend) 
before the secondary flow becomes influential. Downstream, 
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the local maximum heat flux point gradually moves to the 
region between the outer bend and the bottom of the pipe. The 
asymptotic position depends on the ratio, D/Gr. The 
asymptotic form of the perturbation solution also shows that 
an almost uniform flow is induced in the core region of the 
pipe by the displacement effect of the boundary layer. The 
phenomenon is similar to that near the top of a heated 
cylinder [6]. The momentum of the flow is low close to the 
"reverse" stagnation point which, in turn, is near the location 
where the local minimum wall heat flux occurs. The fluid is 
sucked into the almost uniform crossflow from the area of 
low local wall heat flux to the region of high local heat flux. 
This flow is analagous to the thermal plume above a heated 
cylinder [6]. The model of two colliding secondary boundary 
layers near the reverse stagnation point, suggested by some 
investigators, is not physically sound. 

2 Governing Equations 

Near the inlet, the appropriate characteristic length is the 
radius of the pipe, a, and the velocities are scaled by the 
uniform inlet velocity, Wm (Fig. 1). The pressure is non-
dimensionalized by pWfn where p is the density. The 
dimensionless temperature is defined as 

T-T 
H= _ m (1) 

-* w •* in 

The dimensionless equations of motion and energy with the 
Boussinesq approximation in toroidal coordinates become 

1 d(rU) 1 dV 1 dW 

r dr 

U-
dU 

~dr~ 

r 3i/< 1 +ocr's'm\// dd{ 

[/•sint/<+ K-cosii' 
+ a - -=0 , 

1 + a«r«sini/' 

V dU W dU V2 

r 

(2a) 

d\{/ 1 +a»r«sini/' dOx 

^ • s i n ^ 

dP 

~Jr~ 

1 + a«r»sini/< 

_ J _ ( Y _ L A 
ReCA r d^ + 1 

/ dV 

e>(H-Hc)-cost 

a'cosi/-a 'cosf \ 

+ a«r«sini/'/ 

V 1 dU 

\ dr r r d\j/ 

1 dl/rdU 

(1+a-r-smi,)2 307 1.307 

• a-sin\i" W— (1 + a-r-sinV •»£]]• (2b) 
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A. 
Table 1 Coefficients for wall heat flux and shear stress 

/o"(0) = 0.4696 

/,"o(0) = - 0.7044, /{', (0) = 0.0641, f{ (0) = - 0.7679 

00 = 1-2167, 01 = -0.6084, ft =-1.2231 

Pr 
0.1 
1.0 

10.0 

Pr 

0.1 
1.0 

10.0 

^o'(O) 

-0.1980 
-0.4696 
-1.0295 

/3"(0) 

0.0916 
0.0468 
0.0209 

h[0(0) 

0.09895 
0.2348 
0.5149 

rti'i(O) 

-0.0168 
-0.0641 
-0.1782 

//(0) 

0.4350 
0.2907 
0.1867 

*2o(0) 

-0.0171 
-0.0468 
-0.0677 

ft 
3.9454 
0.8534 
0.0996 

Fig. 1 Physical model and coordinates 

dV V 3V w dV UV 

dr r d\p 1 +a«r«sirti/< dd{ r 

PK2"COSl/' 
•(*•- :—r + t'{H - Hc)'smip 1 +a»r«sini/' 

1 dP l f ( d a-sini/- \ 
r d\b R e i A d r 1 +a"r-sinii</ 

( 

-Tw>TtO 

dV V 
+ — 

1 dU 

dr r d$ 

1 
(1 +a'r-sinip)2 

dVV dV 

•oL'smijyW-

dW V dW 
U— + — + 

1+a«r»sini/' dW 

~r W })• (2c) 

W 

dr r dip 1 +cer'sm\p dd{ 

1 dP 1 f/ d 

dW W(UsmiP+Vcosif) 
+ a' • 1 + wr'sinrp 

— U— + —) 
1 + a«r«sini/< d0\ Re (A dr r ) 

r dw l / . du\~\ 
—— + —-1 a«s in f W- —— ) 

L dr 1 + a«r»sini/< \ o6x / J 

1 3 r 1 W 
/• 3^ L r 

1 

S^ 1 +a»r'sini/< 

(a.cos^^_^)]], 

W W dH V dH 
U + +-

dr r d\j/ 1 +ct'r'sm\p dd{ 

1 1 

Pr«Re r«(l+a«r»sini/') 

(2d) 

Nomenclature 

a 
D 
f 

radius of the pipe, Fig. 1 
a*Re2, Dean number 
stream functions, equation (9) 
gravitational acceleration 

Gr = Grashof number, equation (3) 
h,H = temperature functions, equations (1, 9) 
Hc = dimensionless temperature at r = 0 
Nu = Nusselt number, equation (13) 

P,p = pressure 
r = radial coordinate, Fig. 1 

R = Radius of curvature of curved pipes 
Re = Reynolds number, equation (3) Superscripts 

S = distance measured from the inlet along prime 
r = 0 

T = temperature Subscripts 
U,V,W,u,v,w = velocity components, Fig. 1 numbers 

X, Y = coordinates, Fig. 1 in 
y = coordinates, equation (6) w 

a = a/R, curvature ratio 
/3 = constants, equations (24), (26) and Table 

1 
7 = thermal expansion coefficient, equation 

(2) 
Re'/! 

Gr/Re2 , equation (3) 
Blasius variable, equation (9) 
coordinate, Fig. 1 
kinematic viscosity, equation (3) 
wall shear, equations (15, 17) 
coordinate, Fig. 1 

= derivative with respect to r; 

indicate the expansion order 
inlet condition 
wall condition 
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[ih1+a T'Sm\p)' 

l+cer>sm\p dH 

dij, 

where 

dH 

~dV dip 

J + â 7 Ll + aT.sin^ ae^Ji' 

R-6 

flow near the entrance can be obtained by perturbing the 
solution for developing flow in an unheated straight pipe. The 
perturbation solution is only valid within a small region that is 
a few radii from the pipe inlet; however, it clearly demon
strates the interaction of buoyancy and centrifugal forces. It 
also provides the length scales and velocity scales further 
downstream where neither buoyancy nor centrifugal forces 
are small. 

Gr 

Re 

a 

Gr 

Re2' 

/3g.(r„,-r i n) .f l3 

Win -a 

(3) 

and Hc is the temperature along r = 0. 
The entry conditions impose a uniform inlet axial velocity 

and temperature; the reference pressure at the inlet is set equal 
to zero. It may be noted that, in the absence of viscosity and 
thermal conductivity, the exact solution of (2) satisfying the 
inlet condition and a slip wall condition is 

JV=l,U=V=H=0,P=ln(l + a>r-smiP) (4) 

where In denotes the natural logarithm. 

3 Solution 

As the fluid flows into the pipe, viscous forces are confined 
to the thin boundary layer near the pipe wall. The temperature 
gradient is established inside the thermal boundary layer and 
induces buoyancy forces. The ratio of the thickness of the 
thermal boundary layer to that of the momentum boundary 
layer depends on the Prandtl number. Viscous forces and heat 
conduction can be ignored outside the boundary layer: the 
flow is inviscid and isothermal in the central region of the 
pipe. The inviscid flow is accelerated in the central region of 
the pipe due to the displacement effect of the boundary layer, 
and fluid particles are pushed away from the wall toward the 
center of the pipe. Simultaneously, the buoyancy force tends 
to accelerate the boundary-layer flow so that the fluid is 
drawn into the boundary layer along the lower half of the pipe 
wall and is pushed away from the upper half of the pipe wall. 
This induces a uniform downward flow in the core of the 
pipe. Similarly, the pressure gradient induced by the cen
trifugal forces on the cross section of the pipe generates a 
uniform horizontal flow from the inner bend to the outer 
bend. The effects of forced convection, natural convection, 
and the centrifugal forces compete among themselves as the 
flow develops in the entry region of heated curved pipes. 

Zeroth-Order Inviscid Flow. The solution of the inviscid 
core flow can be obtained by expanding the dependent 
variables in an asymptotic series, such as 

W=W0 + 8-[Wl0 + aWu+eWn+ . . . ] + . . . , etc. (5) 

where Ww is due to the displacement effect of the forced-
convection boundary layer, Wn is due to the secondary 
boundary layer induced by the centrifugal forces, and Wn is 
due to the natural convection. The governing equations of the 
zeroth-order inviscid core flow can be obtained by taking limit 
as Re — oo in equations (2). The zeroth-order solutions which 
satisfy the uniform inlet velocity and temperature conditions 
and the slip condition at the pipe wall are just the undisturbed 
flow given in equation (4). 

Zeroth-Order Boundary Layer. Near the wall, viscous 
forces and heat conduction normal to the wall are important. 
The normal coordinate y is stretched to reflect this physical 
fact. Accordingly, we introduce inner variables, as in the 
classical boundary-layer theory 

y=l-8r,U=-5u,W=w(y,\P,6l),etc. (6) 
A combination of equations (2) and (6), after neglecting the 
smaller order terms, yields 

du dv 1 dw 
+ • 

dv 

d\p 1 + a»sim/< dd\ 

dv w dv 

+ a* 
vsin\p 

1 +ocsm\p 
= 0, (7a) 

dy d\p 

W2'COS\p 

1 + a«sini/< 

1 + a»sin^ dd\ 

+ fh*sm\p= -
a«cosi/> d2v 

l + a»sini/< dy2 (lb) 

dw 
• + v-

dw w dw 

1 + ccsm\p ddi 

W"VCOS\p 

dh 

+ or» • 

dh 

1 +a«sim/' 

w 

d2w 

dy2 

dh 1 

P r ' 

d2h 

(7c) 

(Id) 
dy d\P 1 + ws in^ dfli Pr dy2 

where the pressure gradients are evaluated from the zeroth-
order invisid core flow, since the pressure gradient normal to 
the wall is small order. The boundary conditions associated 
with equations (7) are 

at 0, - 0 , w=\, 

at .y = 0, w = u = v-Q, 

at ^—oo, w — 1 , 

u = v = h=0 (entrance condition) 

h = 1 (wall condition) 

u,v,h~ 0 (matching condition 
with the 
zeroth-order inviscid flow) 

The effects of buoyancy and centrifugal forces are ac
cumulative. Therefore, the magnitude of the induced 
secondary flow is small near the pipe inlet, but grows 
downstream. The analysis shows that the development of the 
boundary layer and its displacement effect on the inviscid 

The solution of equations (7) for small a can be expressed 
as 

w =/„' + a- sim/- [ft +/i'o + (2*i )2 'fu 1 

+ e»cosi//-(20,)2*/3' + 
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0.3 T I— 1 r 

T] 1m-

Fig. 2 Temperature function h10 

-O.IO 

-0.08 -

-0.06 

-0.04 

-0.02 

Fig. 3 Temperature function h ^ 

The required boundary conditions can be easily obtained by 
substituting equations (9) into equations (8). Equations (10) 
represent the classical forced convection in a straight pipe 
while equations (11) are due to centrifugal force and 

(Wo - / o ) + ocsintf. t(rj/10 - / 1 0 ) + (29,)2 

•Ol/Ti - 5 / i , +f2V +e-cos^.(2e1)2-(^3' - 5 / 3 ~fi) + 

v = {2dl)'[a'C0S\j/'f{ +€«sini/"/4 ']+ . . . , 

h = h0+(X'SimP'[h10+(2dl)
2-hu] 

+ e«cosi/-(201)2^2o+ • • • ' 

•]• (9) 

where the prime denotes the derivative with respect to 77, and 
r)=y/(2di)'A is the Blasius variable. The various functions in 
the expansion of (9) are functions of rj only. The governing 
equations for these functions are listed below. 

/o '"+/a/o"=0, 

/ ! 0 "+Pr . / 0 . / i 0 ' =q 

/o" '+/o ' /"o+/o"«/io=0 

/2"+ /o /2" -2 . /o ' - / 2 ' = l - / o ' 2 

/>'" +/0/11 - 4./o'/f, + 5- / 0 " . / , , =/0" -f2 

^ 'h"0 +fo'h{0 = -fw'ho 

Pr 

and 

/3 '" + /o ' / 3 " - 4 . / 0 ' . / 3 ' - 5 . / o " . / 3 +/o"-/4 =0 

— '^20 +/o'A2'o -4-fo'hw = -h0'-(5'f3 + / 4 ) 

(10) 

(11a) 

(lift) 

(He) 

(Hd) 

•Af, +/o-Ai'i - 4 . / 0 ' . A „ = ( / i - 5 . / 1 ) . A 0 ' (lie) 

(12) 

equations (12) reflect the influence of buoyancy. Solutions of 
equation (10) and (12) can be found in [7, 8], and those of 
equations (11) can be found in [9, 10], except for equations 
( l id) and (lie). Therefore, the solutions of equations ( l id) 
and (lie) are plotted in Figs. 2 and 3 forPr = 0.1, 1.0, and 10, 
which show the forced convective heat transfer induced by 
centrifugal force. 

Heat Transfer Rate. The local Nusselt number can be 
expressed in terms of a, k, and Tw - T-m as 

Nu 
r 20i 1Vi 

•[-jT-J =/*(]' + «• sin i/"[^ 10 

+ (20,)2^i'i] + e'cosi/'.(d01)2.^ ( ) (13) 

The values of #0'(0), /h'o(0), /zi',(0), and #20(0) are listed in 
Table 1. The terms proportional to a-sin^ represent the 
curvature effect and, thus, the centrifugal force effect. 
Initially, the maximum local heat transfer rate occurs along 
the inner bend due to the positive values of h'm(0). This is a 
purely geometric effect. As the fluid flows downstream, the 
maximum local Nusselt number shifts toward the outer bend 
since the values of /^(O) are negative. This is the often cited 
result, of course not quite correct, that the maximum local 
heat transfer rate in a curved pipe occurs at the outer bend. 
The actual distribution of the local Nusselt number is further 
complicated by the effect of natural convection which is 
represented by the terms proportional to e«cos\i< in equation 
(13). It shows that the natural convection induces a local 
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maximum Nusselt number at the bottom of the pipe and a 
local minimum at the top of the pipe. By combining the ef
fects of centrifugal force and buoyancy, the location of the 
local maximum Nusselt number can be determined from 
equation (13) 

£ > ^ , ' 0 ( 0 ) + (26,)2/!,',(0)-

. G r ' 
\p = tan" (14) 

(26,)2^0(0) 
where D = a«Re2 is the Dean number. This result shows that 
the maximum local Nusselt number initially occurs at the 
inner bend (^ = 270 deg) gradually moves toward the bottom 
of the pipe (^ = 0 deg) at 6, = l/2[h'm(0)/h'n(0)]'A and finally 
settles between 0<\j/<90 deg. Its actual location depends on 
the ratio of the Dean number to the Grashof number. If this 
ratio is large, the location of the maximum local Nusselt 
number is closer to the outer bend (i/- = 90 deg) than the 
bottom of the pipe. The actual location can be estimated from 
equation (14) by using the results provided in Table 2. 

It is interesting to compare equation (14) with the formula 
for a fully developed flow in a curve pipe with constant wall 
heat flux [3,4]. For a fully developed flow, the location of the 
maximum local heat flux depends on the parameter of 
D/(Re-Gr). This suggests that even the buoyancy effect could 
be small compared with that of the centrifugal force near the 
inlet where equation (14) is valid; the buoyancy can become as 
important, or even more important, than the centrifugal-force 
effect further downstream. 

Before we discuss the distribution of local shear stresses, it 
is worthwhile to point out that the perturbation expansions of 
equations (9) are valid rigorously only when 6, <0.1/e l / ! , or 
<0.1/Va for a < 0 . 1 . They, however, explicity reveal the 
relevant length scales and velocity scales for the downstream 
regions where the effects of buoyancy and the centrifugal 
forces are no longer small. We will discuss those scales in the 
last section. 

Local Shear Stresses. The local axial shear can be 
estimated from equation (9) as 

[20,.Re],/2 

•IV 0i =/0"(0) + a«sint/" 
l/2ptf?n 

I/o" (0) +/,"o(0) + (20, )2 •/,", (0)] + e.cos^-(26, )2 • / , ' (0) (15) 

The values o f / ' s are given in Table 1. An interpretation of 
equation (15) similar to that for equation (13) can be provided 
and is not repeated here. It is important to note that the 
maximum local shear due to the curvature effects initially 
occurring at the inner bend and shifting to the outer bend has 
been approved experimentally [11]. Similarly, the actual 
location of the maximum local axial shear can be determined 
from equation (15) 

tf = tan iGr ( 2 6 ^ J ° 6 ) 

The aximuthal shear stress is 

[20,. Re]'7' 
• rri = (20,). [ - c*.sin</>./2'(0) + e-sin./4"(0)] 

and its maximum locations are at 

i/- = tan 
. , ! • £ /4"(0) 1 

LGr°/2"(0) J 

(17) 

(18) 

which does not vary, to the first order, as a function of 0,. 

First-Order Inviscid Core Flow. The equations of the 
first-order inviscid core flow due to the boundary layer 
displacement effects can be obtained by substituting equation 
(5) into equations (2) and collecting the terms of 0(5), 0(5a), 
and 0(5e), respectively. The equations that accounted for the 

displacement effects of the forced-convection boun 
are, 0(5) 

1 d(rU\0) ( 1 dV]0 | dWw 

r dr r dip 90, 

dUl0 9P,0 

90, dr ' 

dVw 1 9P,0 

90, r 3^ 

dWw 9P10 

90, 36, ' 

dHl0 10 - 0 

dary layer 

(19) 

Those induced by the displacement effect of the centrifugal 
boundary layer are, 0(5a) 

J_ 3(rUn) | 1 9F„ | dWu 

r dr r dip 90, 

dUu 
36, 

-/••sini/"> — + Ul0'sm\p = 0, 
d6\ 

[•/•• -~zz 1- a» Wl0• cos 
dd ,)-i 1 dPn 

di 
dVu 
ddx 

36, 

1 dPn 
<x'W'COS\j/= —— 

r d\j/ 
(20) 

+ [/,0«sini/' = 
9 ^ 

dd. 

90, 
= 0 

The equations of 0(5e) for the displacement of the natural-
convection boundary layer are 

J_ djrUl2) | 1 dVl2 | dWn _Q 

r dr r d\j/ 30, 

W l 2 
90, 

dVn 

90, 

dfVl2 = 

90, 30, ' 

dHl2 

dPl2 

dr ' 

1 dP12 

r d\P ' 

dPn 

(21) 

90, 
= 0 

The solutions of equations (19-21) are available from [7, 8] 
and are listed below for convenience in the following 
discussion. 

The solution of equations (19) are 

.,/2 Io(qr) 
Pin = far 

Ww = -Pw, 

/,(<?) 
• sin^0, >dq 

Uw = 

Vw = 0, 

Hm = 0 

s: • 9P„ 

dr 
•d6lt (22) 
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where ft = limit (n/o'-/o) is the consequence of matching Vx = U>sm\j/+ F-cosi// 

the solution of equation (19) with the zeroth-order boundary 
layer. In equation (22), /, are modified Bessel functions. 
The solutions of 0(5a) are 

sim/- rr°°/ i ter) r r / i \ /?,-> Vl 

+ 3.ft.<r5/2 + ^ .(q-™-q»). ^ - 1 -s in^, .^ (23) 
2 7,(9) J 

J3 r °° # ~ ̂  ") 
+ ™ 1 .[q2-r2'IAqr) + 3-q'r'I0(.qr)]'smqdrdq , 

2 Jo 7,(g) J 

and Wn, Un, and KH can be expressed in terms of Pn by 
simple integration from equations (20). The values of 

ft = limit ( —17—/10), 

ft = limit 

are given in Table 1. 
The solution of 0(Se) are 

-P12 

Wn 

Un 

Vn 

H\2 

where 

6/33 r . 
= 7=^ 'cos* 1 q 

V7T JO 
= -Pn, 

Jo dr 

r»i 5Pr 
Jo dip 

= 0 

the values of 

(fi-

- 5 / 2 . 

» 

-5/„) 

hW) 
IM + hiQ) 

ft = limit (5/3 +/„) 

(24) 

•sin^, •rfg 

(25) 

(26) 

are given in Table 1. 
The complete solution of the inviscid core flow can be 

obtained by combining equations (5), (22), (23) and (25). For 
convenience in the discussion of physical phenomena, the 
asymptotic form for large 0, is listed below 

W=l+5.[2|3o.(201)' / !+ . . . ] 

+ 5a-[(5/3o + 3/32)T.(20,)'/2«sin^+ . . .] 

+ <5e.[3/33.(201)'
/'.cos>/<+ . . . ] + . . . , (27a) 

t/=5.[-(3o./-.(201)^ / '+ . . . ] , 
+ 5cHl/3(8ft + 3ft).(20J)

3/2.sini/< + . . . ] 
+ 5e»[/33.(20,)3/2.cos0+ . . . ]+ . . . , (27ft) 

K=Sa.[l/3(8/3o+3i31).(201)
3/2.cosi/<+ . . .] 

+ 5e[-ft-(20,)3/2-sini/< + . . . ] + . . . , (27c) 
P=\-W (27 d) 

H=0 {lie) 

Equations {21b) show that the displacement effect of the 
axial momentum boundary layer, terms of 0(6), decays as the 
fluid flows downstream. In contrast, the displacement effects 
of the secondary boundary layers due to buoyancy and 
natural convection grow as 03/2. The secondary inviscid core 
flow can be interpreted clearly in (X,Y) coordinates, Fig. 1. 
The horizontal velocity, Vx, and the vertical velocity, Vy, can 
be estimated as 

(28a) 

= (20,)3/2.| -l0„»5./-.sin^-(20i)-
2 

+ 5a-[l/3(8ft+3ft)]) 

and 

Vy = — t/«cos^+ F«sin^ 

= (201)3/M|8o.5.r.cosiM20,)-2 + <5e.|33) (28ft) 
Equation (28ft) shows that the displacement effects of the 
secondary boundary layer due to natural convection induce 
the uniform downward flow in the core, if the displacement 
effect of the axial boundary layer is negligible, which is indeed 
true for large 0!. Similarly, equation (28a) indicates that the 
displacement effect of the secondary boundary layer 
generated by the centrifugal forces induces a horizontal flow 
from the inner bend to the outer bend. Consequently, for 
large 0!, a uniform secondary flow is induced in the core and 
its direction is given by 

tp = tan~ vr 

£ 80o + 302 

Gr ' 3ft 
(29) 

This is consistent with the fact that the maximum local wall 
heat flux and the maximum axial wall shear occur in 0 deg < 
1/ < 90 deg. 

4 Downstream Flow Development 

The boundary-layer solution, equations (9), and the core 
flow, equations (27), both show that the effects of buoyancy 
and centrifugal force grow downstream. The relevant length 
scales and the velocity scales can be deduced from equations 
(9) and (27). Since the length scales are more important and 
more representative, we will discuss only the different length 
scales. 

Equations (9) indicate that the buoyancy becomes 0(1) when 
e02 ~ 1, or S-a/'ie, where S measures the distance along the 
center of the pipe from the inlet of the pipe. Physically, this 
means at the distance a/yfe from the inlet, the secondary 
boundary layer induced by buoyancy becomes as strong as the 
axial forced-convection boundary layer. On the other hand, 
equations (27) show that its effect on the inviscid core flow is 
still small. Similarly, the effects of the centrifugal force 
becomes 0(1) when S~a/Va. Therefore, a substantial 
secondary boundary layer is developed at S>a/Va and/or 
a/Ve, but its effect on the inviscid core flow is still weak. 

The magnitude of the secondary core flow becomes 0(1) 
downstream from the region at a distance a/Va and/or a/Ve 
from the inlet. In the following discussion we assume that the 
values of D and Gr are about the same order of magnitude to 
rule out the possibility that either the buoyant effect or the 
centrifugal effect is still negligible before the other effect 
becomes dominant on the core flow. 

In the third region, the displacement effect of the secondary 
boundary layer is 0(1). The relevant length scales can be 
derived from equations (27) by setting the terms, due to the 
displacement effect of the secondary boundary layer, to 0(1). 
The process shows that a«Re/D4/5 and a«Re/Gr2/5 are the 
proper length scales for the third region. 

A recent study of the fully developed flows, which will be 
reported separately, indicates that the flow structure can be 
described in the following way. In the core of the pipe, an 
induced pressure gradient balances with the body forces. For 
an isothermal flow in a curved pipe, the secondary flow drifts 
slowly from the inner bend toward the outer bend; for a 
heated, straight pipe flow, the secondary flow moves 
downward. Near the pipe wall, a boundary layer, with much 
faster velocity than the core flow, flows in the opposite 
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direction of the core flow. This type of flow structure is well 
known and has been previously used by several authors to 
model curved-pipe flows or heated, straight-pipe flows for 
large Dean numbers or large Grashof numbers. The work to 
be reported also shows that there is a middle layer between 
these two well-known regions. This middle layer is driven by 
the difference between the pressure gradient and the body 
forces, and is an inviscid boundary layer which flows in the 
same direction as the core flow. This type of flow structure is 
probably shared by flows that are driven by forces near 
boundaries such as natural convection in enclosures. The 
phenomenon of thermal inversion that occurs in natural 
convection in enclosures is a consequence of the middle layer. 

The wall layer is almost fully developed in the third region 
and can be described as quasi-fully developed. The major 
development of the core flow and the middle layer occurs in 
the third region, and they eventually become 0(1) as the flow 
asymptotically reaches the fully developed stage. 

We can conclude that the developing flow under the in
fluence of body forces passes through three different regions. 
Near the inlet, the effect of body forces is small. Within the 
secondary region, the effect of body forces on the boundary 
layer becomes important; its influence on the core flow is still 
weak. In the third region, before it reaches a fully developed 
state, the effect of body forces becomes dominant even on the 
core flows. The actual order of regions is more complicated 
when two kinds of body forces are active such as discussed in 
this paper. Various combinations are possible and depend on 
the relative values of D and Gr. 

For a curved-pipe flow heated under a constant wall 
temperature condition, the effects of buoyancy eventually 
decays when the fluid becomes isothermal. The associated 
length scale is a-Re; on the other hand, the centrifugal-force 
effect stays. Therefore, the decay of buoyancy should be 
considered as a different problem, and a»Re should not be 
taken as a relevant length scale to correlate data. This rule is 
also applicable to flow in a straight pipe at constant wall 
temperature. 

5 A Brief Discussion of the Developing Flow in 
Heated Vertical Curved Pipes 

For a heated vertical curved pipe, whose axis around which 

the pipe is coiled is horizontal, the direction of buoyancy is 
parallel to the centrifugal forces and goes through periodic 
variation [3], The effects of buoyancy grow downstream 
similarly to those in a horizontally placed curved pipe 
irrespective of its periodic variation. Therefore, the relative 
importance of buoyancy to the centrifugal forces on the flow 
development will depend on the ratio of Gr/D. 
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A Finite Element Model for 
Temperature Induced 
Electrohydrodynamic Pumping in 
Horizontal Pipes 
The electrohydrodynamic (EHD) pumping created by an axially traveling electric 
wave superimposed on a dielectric fluid with a transverse temperature field has been 
investigated using a finite element technique. Both forward wave (cooled wall) and 
backward wave (heated wall) modes of operation have been considered. The 
secondary flow generated by buoyancy effects in the cross section were included in 
the calculations. The driving effects of the traveling wave were calculated by 
assuming that only the average electric shear stress produced movement while the 
sinusoidally varying transient effects cancelled out. The results show that effective 
pumping can be achieved without the use of a grounding electrode along the axis of 
the tube but the design parameters have to be carefully selected. Increasing the 
diameter-to-wavelength ratios increases the velocities. The flow rate is maximum at 
an optimum frequency, about 0.8 Hz in our typical cases, but it drops off rather 
quickly as the frequency is either decreased or increased. The velocities were much 
less sensitive to heating/cooling rates (i.e., Rayleigh numbers) or changes in the 
magnitude of the electrical conductivity values. Although the pumping effect in
creases approximately as the square of the maximum applied electric potential, in 
practice, the electric gradients are limited by the dielectric strength of the fluid. The 
results indicate the EHD heat exchanger/pumps can be feasible alternatives to 
mechanical pumps in certain circumstances when dielectric liquids require both heat 
tranfer and circulation. 

Introduction 
Electrohydrodynamic (EHD) pumping is produced by the 

interaction of electric fields and free charges in an insulating 
fluid medium. Pumping is achieved when traveling electric 
fields are generated which drag charges in a given direction. 

Free charges may be established in the fluid medium in two 
different ways. The first is the direct injection of free charges 
by means of a corona source. An electric field is established 
between this source, called an emitter, and another electrode, 
called the collector. This electric field drags the free charges 
through the fluid, thus setting the fluid in motion. EHD 
pumps of this nature are known as ion drag pumps, several of 
which were built and studied by O. M. Stuetzer [1], 

The disadvantage of ion drag pumps is that the corona 
source used to inject free charges tends to degrade the in
sulating properties of the fluid medium. For this reason, a 
second method of producing the free charges, known as in
duction charging, is used when the insulating properties of the 
fluid must be maintained. 

Induction charging is based upon the establishment of a 
conductivity or permittivity gradient perpendicular to the 
desired direction of fluid motion. One obvious means to 
produce this gradient is the use of a gas-liquid interface. This 
method was utilized by J. R. Melcher and his students to build 
several different EHD pumps in the mid-1960s [2-4], 

Another way to establish the conductivity gradient is based 
on the fact that in insulating fluids conductivity is a function 
of temperature. Thus, if a temperature gradient is present, a 
conductivity gradient will also exist. Induction pumps of this 
nature, in both rectangular and cylindrical geometries, have 

electrodes-v 
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Fig. 2 Cross section of EHD pump 

been the subject of experimentation by several different 
researchers [5-11], 

The basic induction mechanism can be explained by con
sidering the electrode structure of a practical EHD pump as 
shown in Fig. 1. Each electrode surrounds the flow channel, 
generating an electric field inside. Every third electrode in this 
realization of the pump is connected to the same phase of a 
three-phase alternating voltage supply. This produces a 
voltage wave which travels down the pipe at a velocity 
determined by the frequency of the voltage, / , and the 
wavelength of the electrode structure, A. For the fundamental 
components of frequency and wavelength, the wave velocity is 
OX/27T = f\. 
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Inside the pipe, the fluid responds to the voltage wave with 
current flows and charge buildups which depend primarily on 
the electrical conductivity gradients. One possibility is an 
attraction pump shown in Fig. 2 in which the better con
ductor, usually the hotter liquid, lies along the centerline away 
from the electrode. Application of a voltage will cause 
separation of the ions as shown. The positive ions will be 
attracted toward the negative potential, but they cannot reach 
it because the colder, more insulating liquid blocks them. As a 
result, they pile up at the interface, giving a positive space 
charge there. The opposite situation occurs with the negative 
ions and the positive potential. 

While this is happening, however, the voltage wave is 
moving along the pipe. By the time the space charge arrives at 
the interface, it finds itself upstream of the potential that is 
attracting it, and it responds by moving in the wave direction 
along the pipe. This ion motion drags the liquid along with it, 
giving rise to a flow in the wave direction. It is this flow which 
forms the basis of an EHD induction pump. 

Actually, charge can also be induced at places where the 
dielectric constant of the fluid changes and these charges also 
lead to fluid pumping [12], which may enhance or oppose the 
conductivity induced pumping. The relative magnitudes of the 
electric pumping pressure arising from conductivity and 
permittivity effects are Aa/a and Ae/e, respectively. In gases, 
the electrical conductivity is too small to allow the con
ductivity mechanism to work at all, so the only possibility for 
EHD induction pumping rests with the gradient of the 
dielectric constant. In an insulating liquid, which we studied, 
on the other hand, Aa/a exceeds Ae/e by orders of magnitude 
over the temperature range of interest so the change in 
dielectric constant can be completely neglected. 

The ability to move insulating fluids through the use of 

Nomenclature 

a 

fcX ,hy 

E0 

f 
J 
k 

Kn 

Lq 

Pz 
Pr 

Q 

Ra* 
Re 

T 
TK 

T* 
u,v,w,w' 
U, V, W, 

W 
x,y,z 
X,Y 

Z 
Zc 

< > 

= 

= 

= 
= 

= 
= 
= 
= 
= 
= 

= 
= 

= 
= 
= 
= 
= 
= 
= 
= 

= 
= 
= 

characteristic cross-sectional dimension such 
as pipe radius, m 
X- and Y-components of electric field in
tensity, V/m 
reference electric field intensity, 4>e>p/a 
frequency, Q/2ir, s _ 1 

thermal conductivity, W/m-C 
2im/\, m" 1 

heated perimeter, m 
axial component of pressure, Pa 
Prandtl number 
average heat flux at the wall, positive for 
heating and negative for cooling, W/m2 

modifed Rayleigh number1 

Reynolds number, Wa/v, also real part of a 
complex variable 
temperature, °C 
absolute temperature, K 
characteristic temperature difference,' °C 
dimensionless velocities' 
velocities in the X-, Y-, Z-directions, m/s 
bulk mean axial velocity, m/s 
dimensionless coordinates' 
Cartesian coordinates in the horizontal and 
vertical directions in the cross section, m 
axial coordinate, m 
characteristics axial length1 

time-averaged value 

"' Defined in equations (2), (5), (6), (9), (11), and (16). 

EHD pumps has a number of possible applications. The 
earlier research carried out by Melcher and his coworkers 
primarily viewed EHD pumping as a means to study fluid 
properties [2, 5]. It was also recognized that the EHD concept 
might be applied in the plastics industry as a means to move 
liquid plastics without the use of mechanical pumps [4]. 

In many types of high-voltage electrical equipment, such as 
transformers and underground cables, the Joule heat 
generated must be removed by, or through, a dielectric fluid 
whose primary purpose is electrical insulation. Dielectric 
fluids, in general, are also good thermal insulators; con
sequently, their heat transfer effectiveness must be enhanced 
in most cases by forced circulation between the heat 
generating electrical device and an external heat exchanger or 
heat sink to provide adequate cooling. 

Conventional mechanical pumping systems require moving 
parts which tend to wear in time, contaminating the system. 
Mechanical pumps also produce pressure differentials in the 
flow system which can be a limiting factor, such as in long 
underground cable systems, if both maximum and minimum 
pressures are determined by other considerations. In contrast, 
EHD pumping generates a distributed body force inside the 
fluid. Thus the system neither has moving mechanical parts 
nor does it need pressure differential for operation. 

In our work with cable systems at the University of Illinois 
at Urbana-Champaign since 1976, we have demonstrated the 
feasibility of pumping dielectric oils with maximum speeds of 
around 10 cm/s [9, 10], This limit was governed in part by the 
following circumstances: 

1 Less than 60 percent of the flow circuit was pumped, i.e., 
had electrodes in it, and the rest of the circuit produced un
favorable pressure drops due to friction. 

2 Because of the simple, two-dimensional geometry 

Greek Letters 
a 
P 
A 
e 
X 
M 
V 

t 
P 
a 
ff 

T 

re 

<S> 
*e 

<t>xy 

+ 
Q 

Subscripts 

b 
e 
0 

P 
w 

x,y,z 

= thermal diffusivity, m 2 /s 
= isobaric expansion coefficient, C ~' 
= change of the following variable 
= electric permittivity, F/m 
= wavelength, m 
= dynamic viscosity, kg/m-s 
= kinematic viscosity, fx/p, m2 /s 
= vorticity1 

= density, kg/m3 

= electrical conductivity, mho/m or S/m 
= a + je (fi - K„w) 
= shear stress, N/m 2 

= electric shear stress, N/m2 

= dimensionless temperature1 

= electric field potential, V 
= x- and j'-dependent component of <t>e 

= stream function' 
= angular velocity, rad/s 

= bulk mean value 
= electric quantity 
= entrance condition (generally uniform 

section) 
= peak or maximum value 
= value at the wall 
= components in three directions 

Superscripts 
* = nondimensional' 
' = complex conjugate in equations (19) and (20) 
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studied, only one side of the channel had electrodes in it. The 
other three walls generated local viscous drag without 
significant electrical forces acting in their vicinity. 

Theoretical as well as experimental considerations indicate 
that the optimum induction type EHD pumping configuration 
consists of (/) electrodes embedded on all walls around the 
flow and (;7) the presence of strong temperature gradients, 
which produce the required electrical charges in the fluid, 
right next to the walls containing the electrodes. Thus, the 
concept of the EHD heat exchanger/pump was developed 
which ideally combines these requirements. As a result of this 
earlier work, many of the general design criteria are already 
known. For example, the maximum pressure which can be 
developed by such a single-stage pump will be on the order of 
eE'E, regardless of the geometry or materials used. The pump 
is therefore limited by the dielectric strength of the fluid and 
not by the magnitude of the applied voltage. Although, the 
magnitude of eE'E is usually smaller than required in most 
applications, the pressure contributions of many stages or 
wavelengths can be summed with proper design to give 
practical pump capabilites. The efficiency of the pump has 
also been analyzed with the aid of simpler models which 
predict efficiencies comparable to conventional combinations 
of electric motors and mechanical pumps [13], 

The purpose of the present work was to adapt our finite 
element technique to the electric field driven flows and ex
plore the characteristics of such flows in a horizontal circular 
tube acting as an EHD heat exchanger/pump where heat 
transfer, i.e., temperature gradients, plays an essential role. 

Analysis of Multiple-Coupled Heat Transfer 

The analysis is an extension of the work by Chern and 
Chato [14, 15] who used a finite element technique to 
calculate combined natural and forced convective flows in 
horizontal channels with irregular cross sections. This ex
tension consists of two substantial additions: first, the 
temperature dependent variations of the viscosity and elec
trical conductivity are included; and, second, the electrical 
forces created within the fluid, due to an axially traveling 
electrical field, are considered as the main cause of axial 
motion. Thus, the overall flow pattern is driven axially by 
combined electrical and pressure forces and in the cross-
sectional plane by gravitational effects alone. 

It is assumed that the traveling electric field is generated by 
stationary electrodes imbedded into the walls of the channel 
as described above. More than three phases can be added to 
give a better approximation to a pure sinusoidal traveling 
wave. It is assumed that, for the purpose of calculating the 
force effects on the fluid, the sinusoidally varying com
ponents of the electric shear cancel out and only the time-
averaged, nonzero, axial components need to be considered. 
Other simplifying assumptions are: 

1 The heat transferred to (or from) the fluid per unit 
length, a, is constant. 

2 The externally imposed axial pressure gradient, dPz/dZ, 
is constant along the axial direction, Z. 

3 All partial derivatives with respect to the axial direction, 
Z, except for dT/dZ, can be neglected in comparison to the 
partial derivatives with respect to A'and Y. 

4 The effects of inertia are negligible when compared to 
those of viscosity, pressure, or electric forces. 

With these assumptions, the steady-state, axial momentum 
equation can be expressed in dimensionless form as follows 

d2w d2w 

Ix2 + ay1 
1 

2a 

H*eEl 

/ dw 

\~d~x 

dP, 

dZ 

dp* 

~bx 

1 

~7* 

dw 

r 
d(X*\ 

dy J 

7V>* 
dx + 

a<7„ 

dy 
>-)• (i) 

where the following variables are used 

x=Xla\y= Y/a; w = 2/u0 W/a eE2
0\ \x* =\i!p,0;E0 ^<t>eiP/a 

< 7 V > * = < T „ •/{eEl/2); 

<Tn>*^<Teiyz>/(eE2
0/2) (2) 

Expressions for the electrical shear forces will be derived 
later. 

For the buoyancy driven secondary flow in the cross sec
tion, the steady-state, dimensionless momentum equations in 
the horizontal, x, and vertical, y, directions become 

(3) 
d2U d2U 

dx2 ' dy2 

d2v d2v 

dx2 ' dy2 

2 du d(x* 1 / du dv \ d/x* 

~ ~ ~i? ~dx dx )i*\ dy + dx ) dy 

2 dv du* 

/* dy dy 

1 / du dv \ du* 

dx 
(4) 

where the following additional variables are introduced 

u=Ua/a;v=Va/a;4>=(T-Tb)/AT*;Ra*^g0AT*a3/va 

1 
| 8 = - / P-Pb \. 

\T-TbJ' AT*=qalk (5) 

where AT* was chosen as the constant, reference temperature 
differential, positive for heating and negative for cooling. 

Equations (3) and (4) can be combined into a single vor-
ticity equation by taking the partial derivative of equation (3) 
with respect to y and that of equation (4) with respect to x, 
then introducing the concepts of stream function, \f/, and 
vorticity, £ 

b\p/dy = u\ b^/bx^ -v; £ = V 2 ^ 

The resulting equation for secondary flow is 

(6) 

V 2 £=Ra* 
d<t> 
dx 

ay 
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3Ra* 1 (Y du dv 

dy dx ) 

2 . . * ay 
"by2 

bu dv 
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I b^ d/x* _ a y i 
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The liquids under consideration are electrical insulators, so 
that heat generation due to ohmic heating is negligible, and 
the energy equation can be written as 

by \ aZr ) 

d2$ 320 _ 30 

dx2 by2 dx 

d<$> 

~bz 

\ aAT* J sZ 

where z = Z/Zc and 

w' = W/W=w(atE2
0/2)x0 W) 

The overall energy balance for a section of the channel is 

(8a) 

(9) 

dTb 
A WpCp~dZ =^Lq 

Rearranging yields 

/a2W\dTb 

\aAT*) dZ 
aL„ 

(10a) 

(106) 
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If we define 

Zrm-
a2W 

= a R e P r (11) 

then equation (8a) becomes 

d2<t> d24> d<t> 90 

dx2 by1 dx by 

( d<f> aL„\ 

Finally, the electric shear forces in equation (1) have to be 
determined in terms of the electric potential, <j>e. By com
bining the basic laws of electrostatics and assuming constant 
permittivity, e, an equation for the electric potential can be 
derived. 

V ' ( i 7 i ) + V-(£ VV2<$>e)+ — (e V2</>c)=0 (12) 
at 

We assumed that the electrodes embedded in the walls created 
a sinusoidally varying potential distribution with a 
wavelength, X, determined by the spacing of the electrodes. 
(With three-phase excitation, for example, X is equal to three 
electrode spaces.) Thus 

4>e = <l>xyexp[j(Qt-K„Z)] 

= <j>xyexpU{Q-K„W)t] (13) 

where K„ = 2im/n and n = 1 for a single wave. The minus 
sign is valid for a forward wave and should be changed to a 
plus sign for a backward wave. Substituting equation (13) into 
equation (12), assuming incompressibihty, and neglecting 
da I dz yields 

S V 2 i , + V ( r . V ^ - f f ^ ^ = 0 (14) 

where a = a + je(Q - Kn W). if K„ W << 0, then the 
electrical potential (i.e. equation (14)) is decoupled from the 
velocity and can be solved independently. Equation (14) can 
be written in nondimensional form as 

d2K . a20* 
dx2 oy2 -A da* 

~dx 

d<fr* da* d<t>* 
• + 

dx dy dy 

-K,2$*=0 (15) 

where 

4>iy = 4>xy/^ej>\o* = a/a0; 

a* = a/a0;K*=K„a (16) 

The boundary condition is that 4>xy at the electrode walls is 
equal to <t>eJ), i.e., 4>*xy = 1. 

Now we can obtain expressions for the average axial shear 
stresses in equation (1) in terms of the electric field. For the 
ohmic conduction model used here with essentially constant 
permittivity, we can assume that the electro-mechanical 
coupling occurs at the charges. Then the relevant electric 
shear stresses acting in the axial direction are 

-tEYE, 

•-eEyEz 

The components of the electric field are given by 

Ex=-

ET=-

d& 
dX 

d& 
dZ 

(17«) 

(176) 

(18a) 

(186) 

With sinusoidal excitation, the electrical force has two 
Fourier components, one constant and the other varying at 
twice the frequency of the imposed traveling wave. We 

assume that only the time-averaged shear stresses need to be 
considered, which are 

<Tw>=(e/2)<EzEx> 

(e/2)Re[-jKn$xy-^] 

= (eEl/2) Re\-jK*„ « 7 - ^ 1 (19a) 
L dx J 

< r c ^ > = ( e / 2 ) <EzEy> 

= (e/2)RS[-jKn4>xy^f] 

= (eE2
0/2)Re\-jK*<t>*x?

d-^] (196) 
L dy J 

where primed quantities, ' , are complex conjugates. 
Therefore 

<T„> •=Rt[-jK*rxy^] 

<Tyz>*=Rt[-jK*„rJ-YL-] 

(20a) 

(206) 

It is to be noted again that for backward wave pumping, K„ or 
K* is negative. 

Solution Method and Results 

As discussed before, the equations presented in the previous 
section were solved by a finite element technique which is an 
extension of our previous work [14, 15], Since we now in
cluded variations of the properties (in particular the viscosity 
and electrical conductivity), the numerical solution had to 
include an additional iteration at each step in which the 
velocity and temperature distribution in a cross section were 
calculated by adjusting the local properties at each iteration 
based on the previous temperature distribution. In addition, 
of course, the electric force terms have also been included into 
the axial momentum equation, equation (1). The following 
additional boundary conditions were assumed: 

1 No slip at the boundaries, u = v = w=\p = 0 
2 No crossflow at the vertical line of symmetry, w = \j/ = £ 

= 0 
3 Uniform flow at the entrance z = 0, 

u = v = 4> = 0 

The computations started at the entrance plane where 
uniform temperature field was specified and marched 
downstream by steps. At each step, i.e., cross section, first the 
electric shear stresses were calculated using the temperature 
distributions calculated in the previous iteration, then the 
axial velocity distribution was determined using the finite 
element formulation of equation (1). Now the secondary flow 
pattern was calculated iteratively from equation (7) (using 
again the previously obtained temperature distribution for the 
derivatives of the properties). Finally, a new temperature 
distribution was found from equation (86), which was 
compared with the previous temperatures to determine 
convergence. If the differenes were significant, the new 
temperatures were used for another iteration. When con
vergence was obtained, the next axial step was taken. For 
details of the method, [11,14-16] can be consulted. 

Typical results of the calculations are shown in Figs. 3-11. 
The characteristics of the fluid were that of a typical in
sulating oil (see the Appendix). Most of the calculations 
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assume a voltage of 10 kV which produced good puming in 
our experimental work. Although 10 kV may appear to be a 
high voltage, it would actually be considered very small in the 
electric power applications we are studying. Electric power is 
normally transmitted at voltage levels of 300 kV and higher so 
a cooling device which requires 10 kV would not require any 
additional protective designs. In fact, voltages of this level are 
routinely present in many commercial and consumer devices 
such as televisions, copy machines, and air cleaners. Figure 3 
shows the distributions of velocity, temperature, electric 
potential, and the two axial components of the electrical shear 
stress in dimensionless forms. Note that the dimensionless 
temperature increases towards the cooled wall because the 
heat input, q, and, consequently AT* is negative. Figure 4 
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Fig. 6 The effect of frequency on the average pumping velocity 

INPUT VOLTAGE (Kv) 
Fig. 7 Average velocity as a function of input voltage and wavelength 

' 

2.0 

l.b 

1.0 

O.b 

0 0 

' 
\ \\ 
\\ \\ \\ 

\ \ \ \ 
\ s 
\ \ 

, 

a - 1.05xlO~°Mp(-B553/TK) 
0 - T ^ O X I O ^ M P I - ^ S S / T K ) 

FORWARD PUMPING 
FREQUENCY - 1.0 Hz 
RADIUS - 0.0225 m 
*e p" 1 0 ' 0 0 0 VOLTS 

~" I^-~ 

0.00 0.03 0.06 0.09 0.12 0.15 
WAVELENGTH (om) 

Fig. 8 The effect of electrical conductivity on the average pumping 
velocity 

demonstrates that with proper selection of the parameters, the 
electrical potential can be reduced in the center without the 
presence of a grounding electrode which would reduce the 
flow rate. Figure 5 indicates that the pumping rate increases 
with increasing diameter-to-wavelength (i.e., electrode 
spacing) ratio. The effect of natural convection is relatively 
small as shown in the same figure. Figure 6 displays the in
fluence of the frequency on the average velocity. It shows that 
the maximum velocities occur in a narrow range around 0.8 
Hz. The average pumping velocity increases approximately as 
the square of the input voltage and decreses with increasing 
wavelength as shown in Fig. 7. The average velocity also 
increases with increasing electrical conductivity (Fig. 8). 
Figure 9 shows the effects of an externally imposed pressure 
gradient, CPZ. The bottom curve corresponds to the adverse 
pressure gradient, which creates a zero net mass flow with the 
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Fig. 9 Axial velocity distributions along the vertical centerline for 
various forcing functions - CPZ = [a(c/PWZ)/(e£§/2)] 
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fluid moving forward near the wall due to electrical forces and 
moving backward in the center due to the pressure gradient. 
These results suggests that the design of heat ex
changer/pumps must account for the pressure gradients 
created by the rest of the flow circuit. Qualitatively the results 
are quite similar for backward-wave pumps. 

The velocities calculated were kept low in order to avoid 
numerical instabilities. Even at these low velocities the Peclet 
number is of the order of 1200 which justifies the basically 
parabolic model. The ultimate application of such an analysis 
is for velocities over an order of magnitude bigger, i.e., > 10 
cm/s. 

Figures 10 and 11 demonstrate typical thermal behavior 
under the constant heat flux condition in a heated pipe. Due 

to the secondary flow, the Nusselt number is lowest at the top 
where the temperature is maximum. The thermal entrance 
length becomes shorter with increasing Rayleigh numbers and 
the magnitude of the Nusslet number at fully developed flow 
varies approximately as 

Nu=1.7(Ra*)1/6 (21) 

Conclusion and Recommendations 
The governing equations have been developed for quasi-

steady-state flows driven in horizontal channels by the in
teraction of axially traveling electric fields with the transverse 
temperature gradients. A finite element technique has been 
successfully adapted to the solution of these equations. 
Numerical results were obtained for a specific set of 
horizontal, circular tubes to illustrate the behavior of such 
EHD heat exchanger/pumps. 

Perhaps the most significant result is that effective pumping 
can be obtained without a grounded electrode inside the tube; 
i.e., near zero electric potential can be created around the 
centerline by proper adjustment of the parameters without 
external ground connections. Even a very thin wire along the 
centerline would significantly reduce the EHD pumping 
because the velocities next to wire would always be zero. 
Without such a wire the velocities are maximum near the 
center. 

For effective pumping, the electric fields should be high and 
the electrode spacing short. However, in practice, the electric 
gradients are limited by the dielectric strength of the fluid. 
The optimum frequencies are of the order of 1 Hz and are 
goverened by the electrical properties of the fluid, i.e., the 
synchronus speed. It seems that increasing the optimum 
frequency (e.g., to 60 Hz) is not very promising because this 
would require increasing the electrical conductivity of the 
fluid; thus, the electrical losses would increase. The axial 
velocities are relatively insensitive to heating/cooling rates 
(i.e., Rayleigh numbers) or changes in the magnitude of 
electrical conductivity. These effects, however, need further 
studies, particularly at higher heat flux levels. 

Externally imposed pressure gradients have significant 
effects on the flow. Consequently, the design of EHD heat 
exchanger/pumps will require careful consideration of the 
entire flow circuit. For example, natural convection in the 
circuit should assist the EHD flow. 

Although experimental results in an essentially two-
dimensional channel qualitatively confirmed our results, we 
expect to build an experimental apparatus to obtain ex
perimental, quantitative comparisons, as well as to study the 
limits of this type of EHD pumping. 
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A P P E N D I X 

Properties of Sun No. 4 oil used in the calculations: 
Thermal conductivity: k = 0.126, W/m-C 
Density: p = 906.70-0.63571 T, kg/m3 

Dynamic viscosity: \i = 0.0430975-0.16751 x 10^2 T 
+ 0.248312 X 1 0 4 r2 -0.127225 x 10"6 7 \ kg/m-s 

Specific heat: Cp = 1587.3 + 3.3186 T, J/kg-C 
Electrical conductivity: a = Cexp(-5553/7», S/m 

which C is a constant, e.g., 1.05 x 10 -5, depending on 
the purity of the oil, and TK is absolute temperature in K 
whereas Tis temperature in°C 

Permittivity: e = 2.2135 x lO"11 F/m 
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Heat Transfer in Large Particle 
Bubbling Fluidized Beds 
The potential use of fluidized bed combustion of coal as a means of meeting air 
quality standards with high-sulfur fuels has motivated the development of 
theoretical models of heat transfer in large particle gas fluidized beds. Models of the 
separate contributions of emulsion and bubble phase heat transfer have been 
developed by Adams and Welty [1] and Adams [2, 3, 4] and have been substantiated 
by experimental data for a horizontal tube immersed in a two-dimensional cold bed 
obtained by Catipovic [5, 6]. The consolidation of these models to predict local and 
overall time-average heat transfer to immersed surfaces requires information 
regarding emulsion phase residence time and bubble phase contact fraction for the 
particular geometry of interest. The analytical procedure to consolidate these 
models is outlined in the present work, then applied to the case of a horizontal tube 
immersed in a two-dimensional atmospheric pressure cold bed. Measurements of 
emulsion phase residence time and bubble phase contact fraction obtained by 
Catipovic [5] are used in the calculations for particle diameters ranging from 1.3 to 
6 mm. The results agree favorably with experimental data and further substantiate 
the fundamental assumptions of the model. 

Introduction 
The potential use of fluidized bed combustion of coal as a 

means of meeting air quality standards has motivated a 
number of investigations of heat transfer in large particle or 
high-pressure fluidized beds (e.g., Chandron, Chen, and 
Staub [7], Glicksman and Decker [8], Zabrodsky et al. [9], 
Botterill and Denloye [10], Catipovic et al. [6], and Adams 
and Welty [1]). The baseline geometry for most investigations 
have been a tube immersed horizontally in the bed, though 
some investigators have considered vertical geometries as well 
(e.g., Botterill and Denloye [10]). Much of the experimental 
work has been in cold two- and three-dimensional beds, 
except the recent high-temperature, three-dimensional bed 
results obtained by George and Welty [11]. The purpose of 
this paper is to present an approximate analytical model of 
heat transfer to a horizontal tube immersed in a large particle 
bed, which has evolved from the gas convection model 
originally proposed by Adams and Welty [1]. 

Model Description. The baseline geometry for this 
analysis consists of a single tube immersed horizontally in a 
gas fluidized bed with a single bubble contacting the tube as 
shown in Fig. 1. The model is restricted to the bubbly flow 
regime of fluidization and therefore not applicable to the 
higher velocity turbulent regime. The bubble pushes the 
emulsion phase aside as it passes the tube so that the time-
averaged local Nusselt number at a given location on the tube 
is given, according to Botterill [12] 

(1) NU/)=/flNup + ( l - / B ) N u 
Pe 

where NuPB and Nup<; are the bubble and emulsion phase 
Nusselt numbers, respectively, and fB is the bubble contact 
fraction. 

The bubble phase contribution to the heat transfer consists 
of the combined effects of gas convection due to flow through 
the bubble and thermal radiation from the particle surfaces 
defining the bubble boundary. A detailed investigation of the 
radiative contribution is presently underway so this con
tribution will not be addressed here. The gas convection 
contribution of the bubble phase heat transfer is dependent 
upon the flow field within the bubble, which is produced as 
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the gas flows into the bottom and out the top of the bubble. 
Thus the bubble-phase heat transfer is highly dependent upon 
the hydrodynamic characteristics of the tube/bubble 
geometry. 

A detailed analysis of the hydrodynamic interaction be
tween two-dimensional bubbles and a horizontal tube is 
presented in Adams and Welty [18]. The results of this 
analysis show that bubble convective heat transfer is relatively 
insensitive to bubble velocity. This result is further supported 
by instantaneous heat transfer measurements performed by 
Catipovic [5] in which minimum instantaneous heat transfer 
coefficients were found to be relatively insensitive to 
superficial gas velocity. Accordingly, the bubble convective 
heat transfer will be estimated based on a hydrodynamic 
model for stationary ("slow") contacting bubbles. 

For a single two-dimensional slow bubble of circular 
geometry contacting a horizontal tube, Adams [13] has shown 
that the boundary layer edge velocity for the portion of the 
tube within the bubble is given by 

u/umf = 4smd (2) 

Fig. 1 Immersed tube with contacting bubble 
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Fig. 2 Time-averaged local Nusselt number parameter for a con 
tacting bubble with u' = 0, Pr = 0.72, and e„ =0 .5 

.8 2.0 

with angle 6 measured from the lower stagnation point on the 
tube. The result given by equation (2) is independent of 
bubble position as long as the boundary layer along the tube 
surface within the bubble does not separate from the surface. 
The simple velocity distribution given by equation (2) is used 
with the method of Smith and Spalding [14], modified to 
account for interstitial turbulence, to calculate local in
stantaneous heat transfer to the tube surface within the 
contacting bubble. Then the average bubble phase heat 
transfer is determined by integrating this result over possible 
bubble boundary positions. This analysis is given in [3] and 
produces the following bubble Nusselt number 

4-
NuPfl (0) sin6/20 

P r ° - 7 ^Re p ( f i „ /0„ o ) 

deo 

I'M 
withfi, 

sin*-101d01+ ° ^ 9 ^ ^ s i n " - ' ( 

rRe„ 
02. + 0.8 exp ( -0 .849u ' ^ —-2J 

Coo ' 

(3) 

(4) 

where dp and D are particle and tube diameter, respectively, 
u' is the intensity of interstitial turbulence, e^ is the bed 
voidage, Pr is the gas Prandtl number, Rep is Reynolds 
number based upon average gas properties, umf, and particle 
diameter, and b = 2.95 Pr0 0 7 . (Note that taking b = 3 is a 
reasonable approximation for gases.) The results of testing 
this model for average bubble heat transfer against two-
dimensional cold bed data obtained by Catipovic are shown in 
Fig. 2. The extension of the model to the case of a three-
dimensional spherical bubble can be accomplished by in
creasing the bubble through flow velocity by a factor of 1.5 in 
accordance wtih the isolated bubble fluid mechanical theory 
of Davidson [15]. This procedure results in an increase of 
about 22 percent in the bubble-phase Nusselt number. The 
analysis [3] also indicated that boundary layer separation 
always occurs within bubbles near 6 = 1.8 radians from the 
lower stagnation point. This suggests that contacting bubbles 
should be limited to the lower portion of the tube because the 
resulting reverse flow would cause the bubble to collapse. 
However, Catipovic's [5] hydrodynamic data indicate the 
present of bubbles on the upper portion of the tube at u0/umf 

> 1.1. These bubbles probably surround the tube completely 

N o m e n c l a t u r e 

cps 

D 

dP 

fa 
Fo,„ 

Nu„ 

Nu Pave 

parameter appearing in Smith and 
Spalding Nusselt number formula, 2.95 

p r 0 . 0 7 

particle specific heat 

tube diameter Nup 

particle diameter 
bubble contact fraction 
Fourier number based upon average 
emulsion phase residence time, 
ksfe(pe/CPsr

2p) 
gas thermal conductivity based upon 
average temperature 
particle thermal conductivity 
pressure gradient parameter 
parameters appearing in 
Stokes region edge location 
interstitial channel dimension 
time-averaged local Nusselt 
q"dp/kg(TB-Tw) 
average Nusselt number for 
(q")mzdp/kg(TB~Tw) 

formula for 

number, 

tube, 

KuPB = 

NuPe = 

: ' Ppc 

Nu„ = 
Pm 

Nu 

Nu 

Nu 

Ps 

Psm 

PlD 

Pr 

Qg 
Q" 

(<7")ave 
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time-averaged local Nusselt number for 
bubble contact, q"Bdp/kg (TB-TW) 
time-averaged local Nusselt number for 
emulsion phase contact, q" edp/kg 

(TB-TW) 
gas convective and particle convective 
Nusselt numbers 
parameter appearing in formula for Stokes 
region edge location 
Nusselt number for Stokes region, 

sdplkg (TB — Tw) 
region 

-Tw) 

Nusselt time-averaged Stokes 
number, q"smdp/kg(TB-
two-dimensional Nusselt number for in
terstitial channel, q" 1Ddplkg (TB — TW) 
gas Prandtl number 
average interstitial gas velocity 
time-averaged local heat transfer rate per 
unit area 
heat transfer per unit area for tube 
heat transfer rate per unit area for bubble 
phase contact 
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Fig. 3 Interstitial flow model 

and the heat transfer in this case is approximated by using the 
lower stagnation value given by equation (3). 

The emulsion phase heat transfer is based upon the model 
of Adams and Welty [1] with additional refinements and 
approximations [2, 4, 16]. The fundamental element of the 
model is the interstitial channel illustrated in Fig. 3, and the 
model is based upon a detailed analysis of the flow within this 
channel coupled with transient conduction within spherical 
particles that define the channel boundaries. The interstitial 
flow is partitioned into an inviscid core and surrounding 
boundary layers and the boundary layers are further divided 
into a two-dimensional region near the channel center, and 
three-dimensional, but Stokes-like regions, near the contact 
points as shown in Fig. 4. Furthermore, the inviscid core flow 
is assumed to be stagnationlike as a result of particle en
counters. Then the emulsion phase Nusselt number (again not 
including thermal radiation) is expressed 

Nu„ e =N U p 2 D i 1 -)+NuPsxs/sp (5) 

where xs defines the edge of the Stokes region (here from the 
particle contact point rather than channel center as in 
previous publications), and sp is half of the distance between 

- -X s —H \ STOKES 
2 _ D REGION 

BOUNDARY 
LAYER 

Fig. 4 Stokes region geometry 

sp, is related to voidage particle centers. The particle spacing, 
according to 

(6) 
where e is the local emulsion phase voidage. 

Most phenomenological models of fluid bed heat transfer 
[9, 17] assume 

sp=*0J5rp/y 

Nu„ =Nu„ +Nu 

where Nu„ 
Pe 

and Nu 
Ppc 

Pgc 

are gas 
(7) 

and particle convective 
contributions, respectively. A portion of the heat transfer to 
the surface beneath the Stokes region is independent of 
particle surface temperature so that the two terms in equation 
(4) do not exactly partition gas and particle convective 
contributions. In fact, the packed bed model previously 
proposed [16] includes the Stokes region contribution 

K] packed 
bed 

= -2S0/(s„/rp) (8) 

Based upon the approximations given previously [2, 4], the 
two-dimensional Nusselt number for the stagnationlike in
terstitial flow, including the effect of interstitial turbulence, is 

NuP2fl =0.798 Pr°- 4 [Re c / [ (^ /^) (Q„/0,,o )]]1 /2 (9) 
where Rec is the Reynolds number based upon local average 
interstitial velocity, and the velocity profile parameter ratio, 
0„/Q„ , is given in equation (4) with Rec in place of Re^/e^,. 
Also, the Stokes region edge location, obtained by requiring 

Nomenclature (cont.) 

Q e = 

Rec 

Re„ 

So 
T 

TB 

u 

*mf 

heat transfer rate per unit area for ua = 
emulsion phase contact xs = 
heat transfer rate per unit area for Stokes 
region and average value 
heat transfer rate per unit area for two- Greek Symbols 
dimensional portion of interstitial channel a -. 
channel Reynolds number, Qgdp/vg 
Reynolds number, uTe!dp/vg ~ e • 
particle radius e „ •• 
half of distance between particle centers 6 -
temperature-conductivity parameter 
temperature 80 --
bed temperature 0, = 
wall temperature vg --
boundary layer edge velocity within 
contacting bubble ps •-
interstitial turbulence intensity <j>s = 
minimum fluidizing velocity fe = 
reference velocity for interstitial gas fi„,fi„ = 
velocity calculations (<umf) 

superficial velocity 
Stokes region edge location from particle 
contact point 

exponent for gas thermal conductivity 
variation with temperature 
local voidage 
bed voidage 
angle coordinate from lower stagnation 
point 
bubble trailing edge coordinate 
integration variable 
gas kinematic viscosity at average tem
perature 
particle density 
particle sphericity 
average emulsion phase residence time 
velocity profile parameter with and 
without interstitial turbulence 
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the Nusselt number to be continuous across the channel, is 
[16] 

(-£)• 

with 

S„= — 

-k2NuP2D/S0 

-2a 

P2D ~ Pm "•PlD—^ "-Pn 

NuPlD <Nu p 

m"'] 
( « + i ) 

(\-Tw/TB)(\ + ^-)" 

(10) 

(11) 

where Tw and TB are wall and bed temperatures, respectively, 
and the gas thermal conductivity is of the form kg ~ V. Also 

kx = 5.26-1.12[(sp/rp)-\] (12) 

k2 = 0.0217 + .0222[(sp/rp)-l] (13) 

NuPm = -2klS0/[0J6- (0.578 -4klk2)
in] (14) 

Thus the gas convective contribution to the emulsion phase 
heat transfer is determined once the interstitial gas velocity 
and hence Rec is specified. 

The heat transfer to the portion of the surface beneath the 
Stokes region is established from analysis of the steady 
conduction within the gas layer between the wall and particle 
surface. The amount of heat transfer depends on the particle 
surface temperature distribution, as well as on other details 
involving contact between rough surfaces. Thus it is necessary 
to couple the Stokes region conduction analysis with an 
analysis of transient conduction within the solid particles. In 
this analysis, the thermal mass of the gas is neglected, and the 
gas is assumed to respond instantaneously to changes in 
particle surface temperature. Then an alternating direction 
implicit finite difference scheme is used to carry out the 
transient conduction analysis for a spherical particle with 
symmetry about an axis perpendicular to the surface and 
passing through the contact point. The Stokes region analysis 
provides the necessary boundary conditions in the vicinity of 
the contact point, while the convective boundary conditions 
for the upper portion of the sphere are determined from the 
two-dimensional Nusselt number (e.g., equation (9)). The 
details of this analysis are presented in [4], and typical results 
for an air-sand system at low temperatures are shown in Fig. 
5. Note from this figure that xs/sp Nu^ depends primarily 
upon particle Fourier number and is relatively insensitive to 

z 10 

i i i > 111 1—l—l l i 11 u 

n / ' 

_i i—i i i i 
O.OOI 0.01 O.I 1.0 10 

Fig. 5 Effect of Stokes region size upon particle convective heat 
transfer for an air-sand system at low temperature 

in a two-dimensional bed and will differ from those for a 
three-dimensional bed. The interstitial gas velocity can be 
estimated analytically when pressure gradient and gas velocity 
are linearly related. A detailed model of the interstitial flow 
around a horizontal tube immersed in a bubbling two-
dimensional bed was reported by Adams and Welty [18], This 
model provides the instantaneous velocity distribution at the 
tube surface from which the instantaneous heat transfer rates 
can be determined. The results obtained from the detailed 
model indicate that adjacent bubbles cause local in
stantaneous heat transfer coefficient to either increase or 
decrease relative to bubble-free levels depending upon bubble 
position. In order to simplify the calculation, the time-
averaged heat transfer is assumed to be unaffected by ad
jacent bubbles (i.e., the effect is self compensating). Thus the 
interstitial velocity for the emulsion phase is taken to be 
equivalent to the bubble-free case, which Adams and Welty 
[1] have shown to reduce to 

Qs/uKf = 2(kl3 (e„) /kpie) )sin0/e 

with «rcf < umf and where 

MO = 
150 1.75 / l / 1 - e V 1.75 / l - e \ 

(15) 

(16) 

from a linearized form of the Ergun equation [1] for pressure 
gradient in packed beds. Also, the finite difference solution of 
George et al. [19] for the interstitial flow field is used for the 
high voidage lower stagnation region, yielding the ap
proximation 

Nu; P2D e>0.8 

1.10< 
kfi(ex)dp/DRtpVr1(Qv/QVo)~

i 

oAr / 3(e)( l+(e/e o o- l ) 2( .065 + rf/,/Z3(l2.13 + ^ - ) ) ) 

(17) 

Stokes region size (xs/sp). This result is consistent with 
previous empirical observations regarding the separation of 
particle and gas convective contributions [9, 10, 17]. 

The calculation of the average heat transfer according to 
equation (1) requires information regarding the hydro-
dynamic characteristics of the bed. Among the parameters 
required are the emulsion phase voidage, the emulsion phase 
mean residence time (i.e., Fourier number), the bubble 
contact fraction, and the average interstitial gas velocity. The 
bubble contact fraction and emulsion phase residence time are 
necessary ingredients for virtually all models of fluid bed heat 
transfer. Generally, these parameters must be obtained ex
perimentally, though some correlations for small particles 
exist (see e.g. Baskakov et. al [21]). For the present study, the 
data obtained by Catipovic [5] based on the capacitance 
method were used. Note that Catipovic's data were obtained 

The Stokes region contribution for the high-voidage regions is 
estimated by taking xs = rp so that 

^>0.8 =V-rr/sP?W"rw Nu„ 

+(£)2(JN u ' . ( F o» )3 (18) 

with xs/sp Nup (Fo,„) estimated from the transient con
duction analysis for a particular gas/solid system, e.g., Fig. 5. 

The model contains a few parameters, such as interstitial 
turbulence intensity and voidage at the heat transfer surface, 
which are difficult to specify in general. Measurements by 
Galloway and Sage [20] indicate a turbulence intensity («') of 
about 0.2 for the interstitial voids of packed and fluidized 
beds. Varying u' between 0.1 and 0.3 will produce a change in 
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Table 1 Calculation parameters 

Bed voidage 
(e») 

Surface voidage 
(6) 

Temperature ratio 
(TW/TB) 

Interstitial turbulence 
intensity («') 

Prandtl number (Pr) 
Reynolds numbers at umr 

(Rep) 

Fourier number range (Fo,„) 

Bubble contact fraction (fg) 

0.4 
0.5 
0.44 
0.55 
0.90 
1.22 

0.2 

0.72 
46.2 

116 
208 
371 
817 

.0148 
to 7.92 

(packed) 
(fluidized) 
(packed) 
(fluidized) 
(5 = 0) 

(Galloway and Sage 

(air) 
(1.3-mmSand) 
(2-mm Dolomite) 
(2.85-mm Dolomite) 
(4-mm Dolomite) 
(6.6-mm Dolomite) 
Catipovic" [5] 

Catipovic" [5] 

"Interpolated from data for 1.3-mm sand and 4.0 dolomite 
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Fig. 6 Comparison of overall time-averaged Nusselt numbers for 4-
mm dolomite particles with Catipovic's data 

gas convective Nusselt number of about 5 to 14 percent for 
Reynolds numbers of 100 to 1000, respectively. The gas 
convective heat transfer is more sensitive to surface voidage, 
(e) variations in e of 30 percent produces a 19 percent 
variation in convective heat transfer at a Reynolds number of 
100 and a 15 percent variation at a Reynolds number of 1000. 
The values of surface voidage used in the calculations shown 
below were selected on the basis of a combination of 
qualitative experimental observation and reasonable 
agreement between data and theory. 

Application of the Model 

The detailed heat transfer and hydrodynamic parameters 
measured by Catipovic [5] provide sufficient information to 
test the model. Catipovic's experiments were conducted in 
low-temperature, two-dimensional beds of sand and dolomite 
fluidized with air. Heat transfer, bubble contact fraction and 
emulsion phase residence times were determined locally for a 
horizontal tube of 50.8-mm dia and with sand particles of 1.3-
mm mean dia and dolomite particles with mean dia of 2.0, 
2.8, 4.0, and 6.6 mm. A summary of parameters used in the 
calculations is provided in Table 1. 

Local time-averaged Nusselt numbers are compared with 
data for 4 mm dolomite particles in Fig. 6. Shown are results 
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Fig. 7 Comparison of overall time-averaged Nusselt numbers for 4-
mm dolomite and 1.3mm sand with Catipovic's data 
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Fig. 8 Local Nusselt number comparison at u0 = 1.1ura/ 

for a packed bed (u0/umf < 1) as well as the fluidized state up 
to u0/umf - 2.75. The agreement with the packed-bed data 
was noted previously [16], while the values at up/umf > 1 
were not previously reported. Generally, the trend of the 
theory is correct, but predicted values are at best reasonable 
when compared to data. The overall time-averaged Nusselt 
number for the tube is shown with Catipovic's data for 4-mm-
and 1.3-mm-dia particles in Fig. 7. In this figure, note that 
compensating errors in local values (particularly at 6 = 45 
and 135 deg and not shown in Fig. 6) result in excellent 
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agreement between theory and experiment for the 4-mm 
dolomite case while the 1.3-mm sand case is overpredicted for 
ujumf > 1. 

The overall success of the model in predicting local time-
averaged Nusselt numbers at u0/umf — 1.1 (so that significant 
bubbling occurs) is illustrated in Fig. 8. Shown in this figure is 
the ratio of predicted and measured values over a range of 
particle Reynolds number from 46.2 to 817 (particle sizes of 
1.3, 2.0, 2.85, 4.0, and 6.6 mm). 

These results show a trend toward overprediction at the 
lower Reynolds number (smaller particles) that is most likely 
due to the single particle feature of model. Though local 
values are not accurately predicted with the model, the errors 
are self-compensating so that reasonable agreement is ob
tained for the total time-averaged heat transfer, as Fig. 9 
shows. Also shown are data obtained by Zabrodsky et al. [9] 
and Chandron, Chen, and Staub [7] that further supports the 
general validity of the model. 

Summary 

A consistent model of the time-averaged heat transfer to a 
horizontal tube immersed in a gas fluidized bed has been 
presented. The model is based upon a consolidation of ap
proximations and refinements of the gas convective model of 
Adams and Welty [1]. Calculations for overall Nusselt 
number agree reasonably well with cold two-dimensional bed 
measurements by Catipovic [5] when appropriate 
hydrodynamic parameters are used. However, local values of 
Nusselt number differ considerably with experimental results, 
particularly for the small particle cases. However, the overall 
agreement seems reasonable in view of the extreme com
plication of the phenomena and the purely theoretical nature 
of the model. 
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Heat Transfer From Rough and 
Finned Horizontal Tubes in a Gas 
Fluidized Bed 
Experimental results of the heat transfer coefficient for smooth, rough, and finned 
tubes ofo.d. 12.7 and 50.8 mm immersed in fluidized beds of silica sand particles of 
average diameters (dp) 145, 167, 488, and 788 yrn are reported as a function of 
fluidizing velocity. The surface roughness is of V-shaped fins with the values of 
pitch (Ps) as 5.08, 3.18, 1.58, 0.79, 0.40, and 0.24 mm. The qualitative trends of 
these heat transfer coefficients in regard to their dependence on various systems and 
operating parameters are discussed on the concept of particle mode of heat transfer, 
contact geometry of the heat transfer surface, particle residence time, particle size 
and size range, tube diameter, etc. Results are also analyzed in terms of the fin 
effectiveness factor (</>) and heat transfer function (/3). It is shown that 4> and flare 
only weakly dependent on tube diameter, particle size range, and fluidizing velocity 
and therefore have been correlated in terms of the dimensionless ratio (P//dp). It is 
also shown that particle residence time on the heat transfer surface controls the 
value of the heat transfer coefficient rather sensitively. 

Introduction 

In the design of fluidized-bed coal combustors the 
knowledge of heat transfer coefficient, hw, between a bed and 
an immersed surface is crucial. The reliable calculation of hw 
from basic mechanistic heat transfer models is not possible at 
the present time because a number of mechanisms for energy 
exchange between a surface and a bed have been proposed and 
these are reviewed by Botterill [1] and Saxena and Gabor [2]. 
The mechanistic process is quite complicated due to the in
volvement of a large number of geometrical and operating 
parameters. Further, adequate characterization of the bubble 
dynamics and solids movement in the bed is seldom achieved. 
As a result, a number of correlations have been proposed with 
verification against experimental data. For smooth horizontal 
single tubes recent investigations of Grewal and Saxena [3], 
and Goel and Saxena [4] from this laboratory may be quoted, 
and these papers also include all the major earlier studies. It is 
well known that heat transfer from finned and rough surfaces 
is greater generally, in comparison to that from smooth 
surfaces under otherwise identical conditions. 

Work on heat transfer coefficient of a surface with ar
tificial roughness in a gas fluidized bed is somewhat limited 
[1, 5], but many types of rough surfaces have been employed. 
These are transverse (serrated, continuous, or helical) and 
longitudinal (continuous) fins of different profiles such as 
rectangular, parabolic, triangular, and trapizoidal. For better 
understanding of the heat transfer process, it is essential to 
know the orientation, height, thickness, and separation of 
fins. The orientation of fins with respect to gas flow is also 
important. Due to the large number of these variable factors, 
intercomparison of data of different workers have been 
difficult as also the development of a correlation involving all 
the parameters. In recent years, the papers of Grewal and 
Saxena [6], Krause and Peters [7], and Goel [8], have reviewed 
the major works on heat transfer from finned tubes. 

Here, we report our experimental data on smooth and 
finned horizontal tubes of o.d. 12.7 and 50.8 mm immersed in 
gas fluidized beds of silica sands. The finned tubes consist of 
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V-threads having pitches, Pf, of 5.08, 3.18, 1.58, 0.79, 0.40, 
and 0.24 mm. Four silica sands are used as bed materials and 
their average diameters and ranges are: 145 (106-250)jxm, 167 
(106-300)/xm, 488 (300-850)^m, and 788 (500-1000),tum. In 
each case the measurements are taken as a function of 
fluidizing velocity at ambient temperatures and pressures in a 
0.305 m square fluidized bed which is described briefly in the 
next section. 

Experimental Facility and Procedure 

The entire fluidized-bed facility, consisting of a fluidization 
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Fig. 1 Front view of the 0.305 m (12.0 in.) square fluidized bed (all 
dimensions are in inches) 
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THERMOCOUPLE JUNCTION THERMOCOUPLE 
(0.8mm DIA.) 

Fig. 2 A typical view of the middle section of a finned heat transfer 
tube 

column, air supply system, electrical heating system for heat 
transfer tubes, and an off-gas system comprising of a cyclone 
and a fabric filter, is quite similar to that used in earlier works 
reported from this laboratory by Grewal and Saxena [3, 6]. 
However, the fluidization column is rebuilt from 9-mm-thick 
steel sheets and its schematic, emphasizing the front view is 
shown in Fig. 1, where some of the pertinent dimensions are 
also indicated. The use of thick sheet metal enabled fastening 
the side plates to the test section by tapping blind holes in the 
steel plates. This modification eliminated the possibility of 
any air leakage through the mounting bolts. Most of the bed 
joints are also welded to avoid air leakage. 

The fluidization column consists of the bottom, middle, 
and top sections. The top section or freeboard, is 1.51 m in 
height and has seven solids sampling and seven pressure 
probes. The middle test section is 0.61 m tall and is provided 
with three temperature and nine pressure probes. A front 
plexiglass window permits the visual observations. The 
bottom section or wind box, is about 0.48 m in height and 
here the fluidization air rearranges itself for a uniform flow 
through the bed. The air first flows through an air jet breaker 

plate in the wind box and then through the fluidized bed 
distributor plate. Both these plates employ flat top bubble 
caps screwed into a 0.318-cm-thick steel plate with 0.635-cm-
dia holes on 2.8 cm center-to-center spacing. Each bubble cap 
is constructed from a 1.59-cm-long hexagonal cap steel screw, 
and three equally spaced 0.8-mm-dia holes are drilled into the 
base of the cap at a 45 deg angle. The free area of the 
distributor plate is 0.2 percent. 

The fluidizing air, supplied by a 25 HP compressor, is dried 
and filtered before entering the fluidization column. A d-c 
power supply with a voltage regulation of ±0.01 percent is 
used to energize the calrod cartridge heaters employed in heat 
transfer tubes. Iron-constantan thermocouples measure the 
heat transfer tube surface, bed and supply air temperatures. 
The thermocouple wires are connected to an Omega digital 
temperature indicator, model 400A, with a resolution of 0.1 
K. The pressure probes are 6.4-mm o.d. copper tubes with 
porous metal plugs to prevent the flow of solid particles. The 
design details are given by Goel and Saxena [4]. 

A typical finned heat transfer tube is shown in Fig. 2. The 
tube is heated by a calrod heater, and its ends are provided 

Nomenclature 

Aw — 

-P/ 

dn = 

dni -

DT = 

G = 

Jmf 

G opt = 

hw = 

surface area of smooth heat 
transfer tube, m2 

specific heat of fluidizing air 
at a constant pressure, 
kJ/kg.K 
specific heat of solid par
ticles, kJ/kg K 
average particle diameter 
defined by equation (1), m 
arithmetic average diameter 
of the successive screens, m 
outside diameter of a 
smooth heat transfer tube or 
diameter of imaginary 
cylindrical surface passing 
through the tips of fins, m 
acceleration due to gravity, 
m/s2 

superficial mass fluidizing 
velocity of air, kg/m2s 
mass fluidizing velocity of 
air at minimum fluidizing 
conditions, kg/m2s 
gas velocity at which 
maximum value of hw 

occurs, kg/m2s 
total heat transfer coef
ficient for a surface W/m2K 
total heat transfer coef-

>wfb 

hw/t -

kf = 

Nu„„ = 

Tb 
T 

ficient for a smooth tube, 
W/m2K 
total heat transfer coef
ficient for a finned tube 
based on the surface area of 
a smooth tube with outside 
diameter equal to finned 
tube tip diameter, W/m2K 
total heat transfer coef
ficient based on actual 
surface area, W/m2K 
thermal conductivity of air, 
W/m.K 
Nusselt number based on 
tube diameter = h„DT/kf, 
dimensionless 
pitch for V-threaded tubes, 
it is the distance between two 
identical points of the 
consecutive threads, m 
electrical power supplied to 
the heater, W 
average bed temperature, K 
average surface temperature 
of heat transfer tube, K 
weight fraction consecutive 
sieves, kg 

function defined as the ratio 
of the effective heat transfer 
coefficient for a finned tube, 
•w/6> 

Greek Letters 
(3 = heat transfer capacity 

to the heat transfer 
coefficient for a smooth 
tube having the same outside 
diameter as the tip diameter 
of the finned tube, hm, at 
the same fluidizing velocity, 
hWfl,/hws, dimensionless 

e = void fraction of the fluidized 
bed, dimensionless 

ix = viscosity of the fluidizing 
gas, Ns/m2 or kg/m.s 

pf = density of fluidizing air 
density, kg/m3 

ps = solid particle density, kg/m3 

<ji = fin effectiveness factor 
defined as the ratio of the 
total heat transfer coef
ficient based on actual 
surface area for a finned 
tube, h„f,, to the heat 
transfer coefficient for a 
smooth tube having the 
same outside diameter as the 
tip diameter of the finned 
tube, hws, at the same 
fluidizing velocity, hWf,/hws, 
dimensionless 
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Table 1 Particle size, size range, and minimum fluidization velocity of the 
various silica sands used in the present work 

Average 
particle 
diameter, ^m 

RMS dev. 

Size 
range, f»m 

Minimum 
fluidization 
velocity, m/s 

145 

60 

106-250 

0.029 

167 

69 

106-300 

0.027 

488 

212 

300-850 

0.150 

788 

464 

500-1000 

0.400 

CM 

E 

700 

600 

Silica Sand Part icles 

B 

s 500 

400 

300 

<N 

E 

400 

300 

200 
3.0 

Fig. 3 Variation of hwfb with GIGmf for 12.7-mm-dia smooth and 
finned tubes immersed in f luidized beds of sand particles 

with teflon support to reduce axial heat loss which is 
estimated to be less than 1 percent of the total heat supplied to 
the tube. These iron-constantan thermocouples are bonded to 
the tube surface in milled grooves with technical quality 
copper cement. A calibrated voltmeter and ammeter, having 
an accuracy of 1 percent, are used to determine the power 
supplied to the heaters. 

The equipment for particle size analysis consists of a Riffle 
Sampler, analytical balance and a sonic sifter with a complete 
set of sieves. The details about this equipment are given by 
Goel [8], and the cumulative particle size distribution of the 
four silica sand particles are given elsewhere [4, 9]. The 
average particle diameters, dp, are computed from the 
following relation 

1 

D(w,/cfp;) 

(1) 

where w,- the weight fraction between consecutive sieving 
screens, and dpl is the arithmetic average diameter of the 
successive screens. These values are reported in Table 1. 

The heat transfer tubes are mounted 35 cm above the 
distributor plate and the unfluidized bed height varies bet
ween 37 to 40 cm. The bed temperature is established as the 
mean of temperatures registered by the three thermocouples 
located 19.5, 34.5, and 49.5 cm above the distributor plate. 
The mean surface temperature of the tube is always smaller 
than 384 K so that thermal radiation loss is certainly 
negligible. The testing procedure is similar to that of Grewal 
and Saxena [6], and the steady state is assumed to have 
established when the changes in the temperatures of the 
thermocouples registering the bed temperature are less than 
0.1 K in 10 min. The total heat transfer coefficient for a 
smooth tube, hm, is determined from the following relation 
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6 0 0 

G / G mf 

350 -

3 0 0 

~ 250 -

*"• AW(TW-Tb)
 ( 2 ) 

The total heat transfer coefficient for rough or finned tubes, 
hWft, is also given by equation (2), except that Aw now 
represents the total surface area of the rough or finned tube. 
Another practice for finned tubes is to base the total heat 
transfer coefficient on the surface area of a smooth tube 
whose o.d. is equal to the tip diameter of the finned tube and 
is represented by hwfb. In our discussion of results of heat 
transfer data, we employ two more parameters, <j> and /3. </> is 
called the fin effectiveness factor and for a given system is 
defined as the ratio of hwft to hm, both referring to the same 
fluidizing velocity. In an analogous manner, /3, for a system at 
a given fluidizing velocity, is defined as the ratio of hwJh to 

300 -

* 250 

2 0 0 

150 -
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Si l ica Sand Par t i c les 

0 .75 1.0 
G/G 

1.25 
mf 

1.5 

Fig. 4 Variation of h„fb with GIGml for 50.8-mm-dia smooth and 
finned tubes immersed in fluidized beds of sand particles 

hws, /3 is also referred to as the heat transfer capacity function 
[7, 10]. To the extent hwfb is an effective heat transfer coef
ficient for a finned tube, /3 is a very important practical 
parameter, because it is a direct measure of the increase in 
heat transfer due to the rough nature of the surface. Specific 
results for tubes of different sizes and pitches for beds of 
different sizes of silica sands are reported and discussed in the 
next section. 

Results and Discussion 

Experimental values of heat transfer coefficient for smooth 
tubes, hm, effective heat transfer coefficient, hWfb, and total 
heat transfer coefficient, hw/l, for finned tubes are shown 
plotted against fluidization number, G/Gmf, in Figs. 3 and 4 
for tubes of diameter 12.7 and 50.8 mm, respectively. The 
computed probable and maximum errors in hw are 4 and 7.5 
percent, respectively [8]. It is shown by many investigators [1, 
5-7, 10-12] that surface roughness of the heat transfer tube 
submerged in a fluidized bed affects its heat transfer coef
ficient significantly. The magnitude, however, in general 
depends on many factors, such as parameters characterizing 
the roughness, the diameter, and shape of the particles, tube 
diameter, fluidizing velocity, etc. Workers on tubes with V-
shaped fins have found that hwfb is greater than hm when Pf is 
greater than dp, but the trend reverses for Pf smaller than dp 

when hWfj, is smaller than hws. Grewal and Saxena [6], in 
particular, have found from their experimental results that /3 
= (hWfi,/}im) decreases from its value of unity as (Pf/dp) is 
increased from zero to about 0.8, and thereafter /3 increases 
with further increase in Pf/dp and becomes greater than 
unity. As pointed out by Chen and Withers [10], on con
ceptual grounds that /3 will approach the value of unity again 
as (Pf/dp) is continuously increased to infinity by letting Pf 
approach infinity as then the finned surface approaches the 
smooth surface. This qualitative variation of /? with {Pf/dp) 

94 / Vol. 106, FEBRUARY 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Values of 0 and /S for tubes of different diameters and particle sizes averaged over the ex
perimental velocity range 

Pf/dp dp, nm 
.D r = 12.7 mm O r=50.8mm DT= 12.7 mm £>r=50.8mm 

0.305 
0.495 
0.508 
0.820 
1.004 
1.437 
1.619 
1.655 
2.001 
2.395 
2.759 
3.228 
4.034 
4.731 
5.448 
6.455 
6.506 

10.416 

788 
488 
788 
488 
788 
167 
488 
145 
788 
167 
145 
488 
788 
167 
145 
788 
488 
488 

0.48±0.01 

0.47±0.01 

0.48±0.05 
0.66±0.00 
0.52=1=0.05 

0.57±0.07 
0.65±0.10 

0.71±0.10 
0.79=1=0.12 

0.42=1=0.01 
0.39=1=0.02 
0.42 ±0.01 
0.43 ±0.02 
0.56±0.01 

0.57±0.01 
0.49±0.03 
0.65 ±0.02 

0.57±0.01 
0.62 ±0.00 
0.75 ±0.03 

0.68 ±0.02 
0.92 ±0.02 
0.71 ±0.01 
0.80±0.00 

0.9O±0.03 

0.88±0.02 

0.93 ±0.07 
1.19±0.01 
1.01 ±0.06 

1.10±0.13 
1.27±0.18 

1.32±0.17 
1.57±0.12 

0.83±0.01 
0.77 ±0.02 
0.83±0.01 
0.83±0.01 
1.11±0.02 
1.10±0.02 

1.03 ±0.04 
1.27 ±0.02 

1.14±0.01 
1.22±0.01 
1.42 ±0.02 

1.37±0.04 
1.67 ±0.04 
1.32=1=0.01 
1.47 ±0.03 

Fig. 5 Variation of 4> with Pfldp. The continuous curve is based on 
equation (3). 

has been explained by many workers [6, 11, 12] by invoking 
such ideas as the bed porosity near the heat transfer surface, 
particle residence time on trie surface, particle and surface 
contact geometry, particle clogging, etc. 

Figures 3 and 4 reveal that h^ values depend on the 
fluidizing velocity, surface roughness (i.e., Pf for these V-
shaped fins), particle size, and tube diameter. The qualitative 
variation of hws and hwfb with GlGmf is in complete accord 
with the reported trends in the literature. The heat transfer 
coefficient both for smooth and rough tubes increases with 
the increase in the value of G greater than Gmf till an optimum 
value of G is reached beyond which hw decreases as G is 
further increased. This characteristic dependence of hws on G 
is explained on the basis of "particle mode" heat transfer [3]. 
From our data shown in Figs. 3 and 4, it appears that 
generally, but not always, hwfb is larger than hm when Pf is 
greater than dp, and hw/b is smaller than hm when Pf is less 
than dp. This trend, which also has been reported earlier in 
the literature, is not well substantiated by our results in Fig. 
3(b) and to some extent in Fig. 4(c). Qualitatively, these 
results can be explained on the basis of particle size 
distribution, and therefore we would like to infer that the 
dependence of /3 on P//dp is not simple and particle size range 

in addition to mean particle diameter must be included in a 
precise interpretation of results. 

Grewal and Saxena [6] concluded from their work that the 
fluidizing velocity at which the heat transfer coefficient at
tains its maximum value, Gopt, is greater for finned tubes than 
for smooth tubes. It appears that most of our data are also in 
accord with this earlier conclusion, except in a few cases a 
clear trend is not obvious. Particle sphericity or its shape 
controls the heat transfer coefficient because its residence 
time on the surface is dependent on its sphericity. In our 
earlier work [6], we employed glass beads of average diameter 
427 ixm, which were almost spherical in shape. One of the 
silica sands used in the present work has a value of dp = 488 
nm, and its particles are nonspherical. On comparison with 
the results of spherical glass beads of about the same mean 
diameter, we found [8] that hw for silica sand is almost 50 
percent smaller than glass beads. We attribute this to the 
shape of glass beads which exhibit a much higher mobility on 
the heat transfer surface, and hence a relatively smaller 
residence time. It may be recalled that both the particles have 
about the same value of heat capacity. 

The total heat transfer coefficient for finned tubes, hwfl, is 
also computed for all the cases shown in Figs. 3 and 4, and 
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these plots for the sake of brevity will not be reported here but 
are available elsewhere [8]. One important qualitative result 
that is evident from these graphs is that h wj-, is always smaller 
than hws (smooth tubes). This inequality applies over the 
entire fluidization velocity range and for all the six values of 
the pitches and for the two values of the tube diameter. As a 
result the value of the fin effectiveness factor, <f>, computed 
from these hWf, and hws values for a given bed particle size, 
finned tube, and fluidizing velocity is always less than unity. 
The calculations revealed that the dependence of <j> on G/Gmf 
is relatively weak, and the variation is less for large particles 
in comparison to small particles. The standard deviation in </> 
for particles of mean sizes, 488 and 788 fim, is always less 
than ±0.025, while for particles of dp = 145 and 167 /an, it is 
always between ±0.025 and ±0.125. The <j> values are shown 
plotted in Fig. 5 as a function of P//dp and Table 2 lists the 
various <p values averaged over the velocity range of our 
present experiments. The standard deviations in the 4> values 
are also given in this table. 

From Table 2 and Fig. 5, it is evident that 4> is not a unique 
function of P//dp and for a precise functional representation 
of <f>, the dependence on such parameters as G, DT, particle 
size range, etc., must also be included. We could not find any 
simple function capable of meeting these requirements, and in 
view of the weak dependence of <j> on these factors we have 
ignored it. This led us to regard ^ as a function of (Pf/dp) 
only. The qualitative trend of Fig. 5 suggests a simple func
tion and the following correlation is found adequate 

4>=l-0A9(Pf/dp)-°
M (3) 

As Pf approaches infinity, the finned tube will behave more 
and more like a smooth tube so that 4> will approach unity. 
The above correlation meets this requirement. As long as 
(Pj/dp) is greater than 0.5, we find that 92 percent of our data 
points show a scatter of ±20 percent. This is also ascribed as 
the probable uncertainty of the values generated from this 
correlation. Knowing the fin effectiveness factor, the total 
heat transfer coefficient for a finned tube can be generated 
from the following relation 

Kft = <t>.hm = <t>Nuw,(kf/DT) (4) 

For tubes of DT smaller than 50.8 mm, the correlation for 
Nuw, of Grewal and Saxena [3] is recommended 

900 

N u , w = 4 7 ( 1 _ e ) [ ^ - ^ — (J£-)Y 
nfpf \dlp2

sg/\ 
VpsCpsD¥hv^°™ (5) 

While for tubes of DT greater than or equal to 50.8 mm, the 
correlation of Goel and Saxena [4] may be employed, 

Nu„,, = 17.9(1 -e) 

ij ^0-32S[PscpsDY2gy'-\0-23 

V-fPt 

\(GDTPs\( p} \ i » " r 

L kf J L gd2
ppj \ 

•f 

2 -I 0.147 

(6) 

Comparison of the calculated and experimental values of 
heat transfer coefficient is shown in Fig. 6. The experimental 

DATA POINTS 150 

500 
h w f t (Exp ) ,W/m-K 

Fig. 6 Comparison of experimental and computed h wtt values 

calculated and experimental values is quite good, the 
deviations are well within ±25 percent, except for small 
particles (dp = 145 and 167 ;tm). It has been observed by us as 
well as by others that the experimental heat transfer values are 
smaller than the calculated values for small particles due to 
particle agglomeration. 

So far we have used the rough and finned tubes without 
making any distinction between the two. Grewal and Saxena 
[6] distinguished between them on the basis of the heat 
transfer mechanism involved depending on the value of 
Pfldp. Certainly, other factors are involved, and as men
tioned earlier in this section, particle size range also is very 
important. However, when the pitch is large compared to the 
mean particle diameter, Pj/dp > 2, the bulk of the increase in 
heat transfer is attributed to the increase in the effective area 
of the heat transfer surface, and it appears appropriate to 
refer to them as finned surfaces. The majority of our data lie 
in the range of: 2 < Pf/dp < 10 and the foregoing 
correlations can be applied to finned surfaces in general, 
particularly if the operating and system geometry is close to 
what has been employed in the present investigations. 

From a practical standpoint, the knowledge of the heat 
transfer capacity function, 0, is very significant for design 
calculations. If the geometry of the finned tube is precisely 
known, 0 is related to 4> and this relationship can be derived. 
For V-shaped fins 

0 = # r ' (7) 

where 

R = 
irD 

-JP} + ir2(DT-0.$66Pf 

hwft values refer to four particles (Table 1), two DT values Our experimental /S values are shown in Fig. 7 as a function of 
(12.7 and 50.8 mm) and for several fluidizing velocities in 
each case. The total data points are 150, and the points shown 
at the upper end of the figure pertain to particles of 145 and 
167 jum average diameter. The calculated values are according 
to equation (4) in which </> is obtained from equation (3). Nuw, 
is obtained from equation (5) for DT < 50.8 mm and from 
equation (6) for DT > 50.8 mm. The agreement between the 

Pf/dp. This simple functional dependence, which ignores the 
dependence of /3 on such factors as DT, particle size range, 
fluidizing velocity, etc., is valid only as long as an uncertainty 
of ± 20 percent can be tolerated in 0. A regression analysis of 
114 data points for 0.5 < 
following correlation for 0 

{Pf/dp) < 10.5 leads to the 

(3 = 0.977 + (Pf/dp)
0 

(8) 
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1.9 

Fig. 7 Variation of /3 with Pfldp. The continuous curve is based on 
equation (8). 

Table 2 lists the mean values of (3 averaged over the entire 
range of fluidizing velocity. The dependence of (3 on DT is 
evident from this table which suggests that (3 decreases as the 
tube diameter increases. As expected, it is noted that the 
qualitative variation of 4> and (3 on various factors are similar. 
Figure 7 indicates that the use of finned tubes would increase 
the heat transfer rate from the surface to the bed by a 
significant amount, a good 50 percent, and therefore the use 
of such tubes is advocated. However, economic and material 
problems will complicate adoption and assessment of total 
potential for a specific application. 
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The Boundary Layer Natural 
Convection Regime in a 
Rectangular Cavity With Uniform 
Heat Flux From the Side 
This paper summarizes an analytical and numerical study of buoyancy-driven 
convection in a rectangular cavity filled with fluid. The new feature of this study, 
suggested by architectural applications of the convection phenomenon, is the 
presence of constant heat flux heating and cooling along the vertical side walls. It is 
shown analytically that in the boundary layer regime the boundary layer thickness 
must be constant (independent of altitude), that the core must be motionless and 
linearly stratified, and that the vertical walls temperature must vary linearly with 
the same gradient as the core temperature. The Nusselt number (q" /AT)H/k was 
found to be equal to 0.34 (H/L) "9 Ra2'9, where H/L is the height/length ratio and 
Ra = g$q" H41 (kav). The second part of the paper presents a numerical study of 
the same phenomenon: the numerical results agree very well with the analytical 
predictions made in the first part of the paper. 

1 Introduction 
Numerous engineering applications have made the topic of 

"natural convection in enclosures" one of the most active 
subfields in heat transfer research today. Much of this activity 
has been summarized in reviews and reference books, most 
recently by Catton [1], Jaluria [2], and the NSF Natural 
Convection Workshop [3]. Based on these reviews, it is fair to 
conclude that the fundamental research on natural convection 
in enclosures is focused almost exclusively on the two-
dimensional model of a rectangular enclosure with vertical 
isothermal walls at different temperatures. This model may 
offer certain advantages if the research is conducted 
analytically or numerically; however, it poses serious 
problems in the laboratory where isothermal wall conditions 
are notoriously difficult to simulate (constant heat flux 
conditions are much easier to establish). 

In addition, if the study of natural convection in enclosures 
is to enhance our understanding of how the air and energy 
carried by air circulates through buildings, the "isothermal 
walls" model is clearly inadequate: the temperature of the 
great majority of walls encountered in architectural and solar 
applications is not maintained uniform, rather, it is the 
"consequence" of the heat flux administered to the wall. The 
temperature of a wall separating two fluid chambers at dif
ferent temperatures "floats" such that the wall becomes 
increasingly warmer with altitude and the heat flux through 
the wall is essentially uniform [4-6]. 

It seems that a more appropriate model for the study of 
convection in enclosures is the rectangular cavity with 
uniform heat flux along the two vertical sides (Fig. 1). This 
fact was pointed out earlier by Balvanz and Kuehn [7] in their 
study of convection in a vertical slot with one isothermal wall 
facing a conducting wall with internal heat generation. The 
object of this paper is to document the flow and heat transfer 
characteristics in a vertical enclosure where both walls are 
subjected to the uniform heat flux condition. The following 
presentation has two parts. In the first part, an analytical 
solution for the boundary layer regime is developed along the 
lines of the solution constructed by Gill [8] for the same 
regime in a box with isothermal side walls. In the second part, 
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the phenomenon is simulated numerically, and the numerical 
results are shown to agree well with the analytical solution. 

2 Boundary Layer Analysis 

Consider the two-dimensional rectangular slot shown in 
Fig. 1. The uniform heat flux is specified along both side 
walls, 

/dT\ 
q =k[ — I =constant (1) 

\ ox / X=Q,L 

and the top and bottom walls are assumed insulated. The 
boundary layer equations governing the conservation of mass, 
momentum, and energy are 

du dv 
+ — =0 (2) 

dv dv 
u— \-v —— 

ax ay 

dx dy 

1 dP d2v 
P dy 

+ r-^r+0g(T-To) (3) 

H/2 ////////////////////////. 

~wtV7777777777777777777Z 
Fig. 1 The coordinate system (the broken lines indicate the extent of 
the boundary layer) 
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dT dT d2T 
U- \-V— =a r— 

ox by dx1 (4) 

where the fluid has been modeled as Boussinesq-
incompressible. T0 is the temperature in the geometric center 
of the slot and is taken as the reference temperature of the 
sytem. The other symbols appearing in equations (2-4) and on 
Fig. 1 are defined in the Nomenclature. 

On scaling grounds, Gill [8] showed that for Pr > > 1 
fluids the inertia terms are negligible in equation (3), in the 
thermal boundary layer region [9]. This simplification and the 
observation that in the boundary layer the pressure is a 
function of y only yields the momentum equation 

d3v 

~d~xT 

g/3 dT 
+ — ir =o 

v ox 

(5) 

Now in the thermal boundary layer of thickness <5, equations 
(1-5) guarantee the equivalence of the following scales 

AT 
q"~k— (6) 

v 

uAT 

(-T 

?J3 AT 
v 5 

vAT >AT\ ( AT \ 

(7) 

(8) 

(9) 

These four statements define the unknown scales of the flow 
and temperature field 

5 = HRaws 

AT Ra4 

gW-

> ' / 5 

— Ra2/5 

H 
(10) 

where Ra is the Rayleigh number based on prescribed heat 
flux and height 

g(Sq"H* 
Ra = 

a.vk 

The scales of the boundary layer, equations (9), suggest the 
following nondimensional set of governing equations 

du* dv* 
+ 

dx* dy* 3„* 33y 37" 

dx* 

dT* dT' 
u* -— +v* dx* dy* 

where the dimensionless variables are 

=o 

= o 

d2T' 

Hx*2" 

(12) 

(13) 

(14) 

/ /Ra 1/5 H' 

H 

T-T„ 

-Ra2 

u" = ,r* = (15) 

H 
-Ra1 

gPH1 
Ra4 

The corresponding dimensionless boundary conditions for the 
left boundary layer are 

dT* 
(/) u* = v*=0 , ^ r - ^ = l a t x * = 0 

dx* 

(//) u*-~u*a(y*) 
v*-0 
T*-Tl(y*) 

as x* — oo (16) 

where u*a and T% are the flow and temperature in the "core" 
(at x* >> 1). 

Equations (12-14) are the same equations that Gill [8] 
solved for the boundary layer regime in a slot with isothermal 
walls. Indeed, the governing equations (2), (4), (5) were 
nondimensionalized as equations (12-14) so that Gill's 
linearized solution can be adopted unchanged 

v*= i^O^expt-Mj*)**] (17) 

where \ltX2
 a r e complex numbers with positive real parts [8]. 

Subjecting this solution to the present conditions, equations 
(16), yields 

( e - M - r ' - e - V ) (18) 
x,3-V 

(11) T* = 
1 

x , 3 - x 2 3 
(X , 2 e"V ' - A2

2e-X2*") + T t (y*) (19) 

The unknown functions XjO*), X20*) and T J, (y*) are 
determined based on three additional statements 

a„ 
CP 

g 
Gr 

H 

k 
L 

Nu 
P 
P 

Pr 

= coefficient in equation (17) 
= specific heat at constant 

pressure 
= gravitational acceleration 
= Grashof number, g$q" V1 / 

(v2k) 
= vertical dimension of the slot 

(height) 
= thermal conductivity 
= horizontal dimension of the 

slot (width) 
= Nusselt number, (q"/AT)H/k 
= pressure 
= odd function of y 
= Prandtl number 

<7 
q" 
Ra 

RaL 

T 
T 
1 0 AT 

u 
V 

X 

y 
a 

even function of y 
heat flux 
Rayleigh number, g(3q"H4/ 
(avk) 
Rayleigh number, gj3ATL3/ 
(av) 
temperature 
reference temperature 
temperature difference be
tween the side walls 
horizontal velocity 
vertical velocity 
horizontal coordinate 
vertical coordinate 
thermal diffusivity 

iS = coefficient of thermal ex
pansion 

5 = thickness of the boundary 
layer 

v = kinematic viscosity 
p = density 

X„ = function of y 
\p = stream function 
co = vorticity 

Subscript 
oo = indicating conditions in the 

core 
Superscript 

* = nondimensional quantities 
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(a) Mass conservation integral 

v*dx* 
0 

where V40'*) is the dimensionless core stream function. 
(b) Energy conservation integral 

f °° dT* 

1 

u*T* 
o dy 

'T*dx* = 
dx* 

(20) 

(21) 

(c) Core centrosymmetry about x = L/2, y = 0 in Fig. 1, 
which means that 

7 - i O " ) = -TU-y*) 

Tl'(y<) = T*a'(-y) (22) 

^»0*) = r.(-y') 
The two integral conditions (a, b) yield in the present case 

1 
r" X,X2(X1

2 + X,X2 + X2
2) 

VJ (x,x2)2 

tfv* L 2 X, + X, J ^ i 7 ' l ' 0 ' * ) = - l (24) 
ofy* L 2 X, -t- A 2 

In order to take full advantage of the centrosymmetry con
ditions (c), it is convenient to express equations (23, 14) in 
terms of Gill's functions [8] 

p{y*) = odd function 

qiy*) = even function 

where 

> M , 2 = ! ( l - M l ± / V l + 2 / ? ] x),2 

Thus, equations (23, 24) become 

64 

64 

^ d - p n i - p 2 ) 
3 • 

(25) 

(26) 

d r 1 / 64 \ gJ 1 
d>* L2 \<5r4(l-/7)4(l-p2)/ 32J 

64 
7 1 > ' 0 * ) = - 1 

^(l-^O-pV" v ' " (2?) 

The essence of the entire analysis is hidden in these two 
equations: it is clear that in order for both \pl, and the left-
hand-side of equation (27) to be even functions of y*, we must 
have at the same time 

0 P = 

q = constant 

TL' = constant (28) 

In conclusion, in the boundary layer regime of a vertical 
slot with uniform heat flux, the core must be motionless (u*, 
v* — 0) and linearly stratified. Furthermore, since the X's are 
constant, equation (25), the actual boundary layer thickness is 
independent of v*. In summary, the solution is 

;<7d±0 

v* 

T* 

32 
Te 

Q 

4 -
e 

Q 

' s i n ( | j f ) 

c o s ( f **) 
fa = 64/q\T*a=y*/H (29) 

where q is an unknown constant. 
The solution is completed by determining q from the ob

servation that in the arbitrary control volume of Fig. 2 the 
vertical enthalpy flow through the flow must be balanced 
exactly by the downward heat conduction 

(23) pc„vTdx = \ k — dx, at anyy = constant 
Jo ' Jo dy 

(30) 

This property stems from the fact that the top of the control 
volume is insulated, and the heat entering through the right 
wall exists undiminished through the left wall (q" = constant 
is specified along both vertical walls). Thus equation (30) is 
the first law of thermodynamics for the control volume of 
arbitrary height in Fig. 2. Writing expressions similar to 
equations (29) for the boundary layer ascending along the 
right wall (x = L, Fig. 1), and substituting these along with 
equations (29) into equation (30) yields 

= 8192 Ra l / 5 (31) 

For brevity, the algebra associated with the path from 
equation (30) to equation (31) is not shown. 

. _ / _ 

Control Volume 

r mmmmm\ J" 

LT 

Heat 
Conduction 

Arbitrary 
Length 

:J_L 

Fig. 2 Control volume argument, showing that the net upflow of 
enthalpy must be balanced by conduction downward 

Table 1 Nusselt numbers for natural convection in a vertical slot with 
uniform heat flux from the side (Pr = 7) 

HIL 

1 
1 
2 
2 
3 
3 . 

Ra 

3.5X105 

3.5X106 

5.6X106 

5.6X107 

2.835 X107 

2.835 x 1 0 s 

Grid 

points 

21x21 
31x31 
21x41 
31x61 
21x61 
31x91 

Nu, 

overall 

4.61 
7.94 
9.86 

16.50 
14.80 
23.7 

Numerical 

a t^ = 0 

5.66 
9.19 

10.83 
18.90 
15.30 
24.3 

equation (33) 

Theoretical 

5.80 
9.68 

11.60 
19.35 
17.40 
29.04 
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20 

I 
I 

0 Local Nusselt Number 

at y »0 

• Overall Nusselt Number 

Theory Nu « 0.34 ( j * - ) W 

1000 

Total Number of Grid Points 
Fig. 3 The dependence of Nu on the total grid points employed 
(Gr = 5x10 5 ,Pr = 7,H/L = 1) 

The analytical solution for the boundary layer regime is 
now complete and represented by equations (29) with q given 
by equation (31). The Nusselt number predicted by this 
analysis can be derived by first evaluating the wall-to-wall 
dimensionless temperature difference 

A7* = ru-ru=2(-r;=0) 
= 8 ( 8 1 9 2 — R a 1 / 5 j (32) 

The Nusselt number follows 

(q"/AT)H 81921/9 

Nu = (x) Ra2 

= 0.340 (x): Ra2 (33) 

where AT is the actual wall-to-wall temperature difference 
(note that the temperature of both walls increases linearly 
with y, at the same rate, so that AT is independent of y). It is 
worth noting that the corresponding analysis for a cavity with 
isothermal boundaries yields, in the present notat ion, Nu = 
0.364 R a l / 4 , where Ra is based on the horizontal temperature 
difference and the cavity height [11]. 

To demonstrate the validity of these analytical results, the 
next section reports a set of numerical solutions obtained by 
solving the complete Navier Stokes equations in the cavity of 
Fig. 1. The numerical simulations show that the above 
analysis for the boundary layer regime is indeed correct: 

3 Numerical Solutions 

The vorticity-streamfunction formulation of the complete 
governing equations is 

OF 
doo* dw* 

+ u* -r-r +V 
dT* 

dx* 

dT* 

by* 

dT* d T * „ - - , . • 
\-U r-U • 

dt* dx* dy* 

V 2 f = - c o * 

V 2 a)*+Gr—-
dx* 

— V2T* 
Pr 

(34) 

(35) 

(36) 

where ip* is the dimensionless stream function 

dV . ar 
w = dy* dx* 

(37) 

and 

t* 
t . , , . (x,y) „ (u,v) 

T-r,(x*,y*)= — — ,(u*,v*)= 
L2/v (v/L) 

gf3L4q" T-Tn 

Gr = —.—. T* = u2k Lq" Ik 
(38) 

The boundary conditions for the present formulation are 

H* dT* , 1 
J , * = _JL_ =o, =0, at ^ * = ± -
v dy* dy* 2 

r--
ar 
dx* 

= 0, 
dx* 

•\, at ^*=o , i (39) 

To solve these equations numerically, we chose a reliable 
scheme, namely the alternating direction implicit method 
(ADI) described by Wilkes and Churchill [10]. Since the 
overall algorithm closely follows the method described in 
detail in [10], it will only be outlined here. The entire x-y-
domain was divided into either 20 or 30 equal segments in the 
x-direction, and from 20 to 90 equal segments in the y-
direction, depending on the aspect ratio H/L and Gr. The 
"adequate" number of grid points was determined based on 
tests of the type shown in Fig. 3; for example, when Gr = 5 X 
105, H/L = 1 a total of 31 x 31 grid points. Figure 3 shows 
already how nicely the numerical solution tends toward 
agreement with the analytical solution as the number of grid 
points increases. The steady state was defined based on the 
following convergence criteria 

EEH + , -4 ' 
< e 

EEMT 

INu* -Nu*l 

Nu* 
< e (40) 

where e is typically 3 x 10 ~5 and the superscript k represents 
the iteration order . Further decrease of e does not cause any 
significant change in the final results. For example, in our test 
case(Gr = 5 x 10 5 , ,4 = 1), the Nu value obtained when e = 
1.2 x 10 - 6 agrees within 2 percent with that obtained based 
on criteria (40). 

Numerical values for both the overall and the local Nusselt 
numbers are shown in Table 1. The local Nu at midheight (y 
= 0) agrees very well with the theoretical prediction; this 
makes sense, because the " e n d " effects are minimized aty = 
0. The overall Nusselt numbers fall by 15-20 percent below 
the theoretical predictions, however, the agreement between 
the two sets of data improves steadily as the slot aspect ratio 
increases. 

It is worth pointing out that , relative to [10] where the 
temperature was specified along the side walls, in the present 
study the imposition of temperature derivative (<?") had a 
numerically stabilizing effect. For example, Wilkes and 
Churchill [10] found that their method becomes numerically 
unstable above Ra L = 1.4 X 105 where RaL = gfiATL3/(av). 
In the present study, the scheme worked stably up to 
corresponding values of R a L as high as 3.5 X 106 and, 
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(a) 

18 

(b) 

Fig. 4 Numerical solutions for the flow and the temperature field 
Gr = 5 x 105, Pr = 7, ML = 2: (a) streamlines, ^*; (b) isotherms, T* 

perhaps, higher (the upper RaL limit for stability was not the 
objective of the present numerical simulations). 

— Analytical 

o Numerical 

tf» 

•0.02 
Fig. 5 Velocity and temperature profiles in the boundary layer at 
y* = 0, Gr = 5x105, Pr = 7, HIL = V. (a) the velocity profile; (b) the 
temperature profile 

Figures 4(a) and (b) show a representative case of flow and 
temperature patterns obtained numerically. These patterns 
confirm the features predicted analytically in the preceding 
section, namely 

• Constant boundary layer thickness along the side walls 
(note the streamline parallelism, in Fig. 4(a)) 

• Linear thermal stratification both in the core and in the 
vertical boundary layers 

Figures 5(a) and (Jb) show the boundary layer velocity and 
temperature profiles obtained numerically in the y = 0 plane. 
The numerical profiles agree very well with the analytical 
expressions (29, 31). It is also appropriate to compare the 
numerical and analytical solutions in global terms, for 
example, by examining the thermal stratification along both 
walls and in the core. Figures 6(a) and (b) show that the 
numerical solution agrees very well with the theory: the wall 
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(b) 

- I 

-0 .3 0.3 

Fig. 6 The temperature distribution in three vertical planes, at x* = 0, 
0.5, 1.0: (a) Gr = 5 x 1 0 5 , Pr = 7, H/L = 1.0; (b) Gr = 5 x 1 0 5 , Pr = 7, 
ML = 2.0 

and core temperatures vary linearly over most of the cavity 
height and, in addition, the temperature gradient is nearly the 
same as the value predicted analytically. As expected, the 
boundary layer theory breaks down near the top and bottom 
walls where the fluid must flow horizontally, and the vertical 
temperature gradient must vanish. Finally, the numerical and 
analytical Nusselt number results are compared in Table 1, 
where the numerical Nu is defined as in equation (33) with 
(AT)>]=0 instead of AT; the agreement between numerical 
results and equation (33) is good. 

4 Conclusions 

This paper reported an analytical and numerical study of 
natural convection in a rectangular enclosure with uniform 
heat flux cooling and heating along the vertical walls. 
Analytically, it was shown that in the boundary layer regime 
the flow and temperature fields differ from the corresponding 
patterns in a slot with isothermal walls [8]. The features of the 
constant-heat-flux enclosure model are 

1 Constant (y-independent) boundary layer thickness of 
order 5 ~ HRa ~ W5/q, where q is given by equation (31) 

2 The core fluid sandwiched between the boundary layers is 
motionless 

3 The core temperature varies linearly in y, the vertical 
temperature gradient being 

(d-I\ - ( 8 1 9 2 ) ' / 9 otv / H \ 4/9 

Ra8 

4 The temperature of the two vertical walls increases 
linearly at exactly the same rate as the core temperature. 

5 In the high Ra limit, an exact balance exists between 
upward enthalpy flow and downward heat conduction 
through any y = constant plane (Fig. 2). 

The above features were strongly confirmed by numerical 
simulations of the same natural convection phenomenon 
(Figs. 4-6). Since the assumption Pr > 0(1) is built into the 
analysis, all the numerical simulations were carried out for the 
case Pr = 7. However, as discussed in Gill's paper [8] and in 
more recent studies (e.g., [9], [11]), the Prandtl number does 
not have a significant influence on the Nu(Ra) function as 
long as Pr is 0(1) or greater. The Prandtl number influences 
the relative thickness of the outer (thermally-inert) fluid layer 
entrained viscously by the buoyant thermal boundary layer 
and, in this way, does not figure in the Nu scaling [9]. In 
conclusion, the analytical and numerical results presented 
here for Pr = 7 provide a reasonable approximation for the 
heat transfer in the entire range Pr > 0(1), which marginally 
includes air (Pr = 0.72). 
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On the Existence of an Oscillatory 
Approach to Steady Natural 
Convection in Cavities 
The recent paper by Patterson and Imberger [1], which analysed the transient phase 
of natural convection in low aspect ratio cavities, gave a criterion for the presence 
of an oscillatory approach to steady state in such flows. However, the experiments 
of Yewell et al. [3] displayed no evidence of this oscillatory approach, even though 
the criterion was apparently satisfied. In this paper, it is shown that since the flow 
regimes are described by a series of critical Rayleigh numbers, the ordering of which 
changes with changing aspect ratio, a criterion for the existence of transient internal 
waves, valid for all orderings, may be established. Further, the results of [1] are 
extended by means of flow descriptions valid for two additional orderings. Con
sequently, it is shown that the experiments addressed a transient flow regime in 
which internal wave activity would not be expected and that the experimental results 
are in support of the scaling analysis of [1]. 

Introduction 
In a recent paper, Patterson and Imberger [1] reported a 

theoretical and numerical analysis of the natural convection 
flows in cavities of small aspect ratios, started by in
stantaneously raising and lowering the opposite end wall 
temperatures with respect to the fluid temperature. The 
evaluation of time and length scales for some aspects of the 
transient and steady flows in [1] led to the derivation of a 
series of critical Rayleigh number criteria; the value of the 
actual Rayleigh number relative to these critical values led to a 
flow and heat transfer of a specific character, and the critical 
values thus determined the boundaries of a number of 
transient flow regimes characterized by different approaches 
to steady state. In particular, some regimes were characterized 
by an oscillatory approach to steady state, the result of 
decaying internal wave activity. 

The mechanism for the generation of internal waves was 
clearly demonstrated numerically in [1], and the predicted 
(from the scaling analysis) and simulated wave periods were in 
close agreement. The occurrence, amplitude, and period of 
the oscillatory behavior (as evidenced by the variation of the 
Nusselt number at the centre line of the cavity) were in
dependent of the mesh size and time step chosen for the 
algorithm, suggesting that the oscillatory behavior was other 
than a numerical artifact. This view is supported by the results 
of Gresho et al. [2], who, using a completely different 
numerical method, found a similar decaying oscillatory 
approach to steady state, with a period in close agreement 
with the value predicted by [1]. A similar mechanism for 
generation was also qualitatively described in [2]. 

Despite the unsteady nature of many naturally occurring 
convection flows, evidently the first experiments to address 
the transient phase were those of Yewell et al. [3]. These 
experiments were, at least in part, motivated by [1] and were 
designed to test certain of the results contained therein. The* 
results of the two experiments indicated substantial agreement 
with the scales proposed in [1]; however, the approach to 
steady state was smooth, contrary to the expected result as 
interpreted by Yewell et al. [3]. 

This apparently contradictory result is in fact not due to an 
error in [1], but as will be shown below, is due to a misin-
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terpretation of the meaning of the regime boundaries. As a 
result, the experiments of [3] actually fall into regimes where 
no internal wave activity is expected. This occurred because 
the change in ordering of the critical Rayleigh number criteria 
as the aspect ratio alters was not taken into account. 

In [1], only one of the possible orderings of the critical Ra 
values was considered in detail. In this paper, the in
terpretation of the critical values is briefly discussed and all 
possible orderings are given. The mechanism for the 
generation of internal wave activity is reviewed and a criterion 
for the presence of transient internal wave activity, valid for 
all orderings, is established. Descriptions of the transient flow 
regimes resulting from two further critical Ra orderings are 
given, extending the scope of the scaling analysis contained in 
[1]. Consequently, it is shown that the experiments of [3] do 
not meet the criterion for internal wave activity and that a 
smooth approach to steady state should be expected. Finally, 
the experimental results are shown to support the flow 
descriptions given, and to be substantially in agreement with 
the scales proposed in [1]. 

The Critical Ra Values and Orderings 

The various transient flow regimes discussed in [1] were 
defined in terms of seven critical values of Ra: 1, A~4/i, 
A-'2, Pr2, P r 4 ^ 4 , Pr10, and Pr16 A~12. The value of Ra 
relative to each of these critical values gives a description of 
some aspect of the transient or steady flow and thus a 
qualitative picture of the evolution of the flow may be con
structed for a particular Ra, depending on its value relative to 
the critical values. The derivation of the critical values and 
their interpretation is fully discussed in [1] and will not be 
repeated here, where a brief summary will suffice. 

It was shown in [1] that if Ra < 1, the vertical thermal 
boundary layer on the heated (or cooled) endwall advances to 
encompass the entire cavity before convection acts, yielding a 
pure conduction mode of heat transfer. If, on the other hand, 
1 < Ra < Pr2, although the vertical thermal layer is 
potentially distinct, diffusion of vorticity occurs over a length 
scale 0(h), the cavity depth. Further if 1 < Ra < A~4/3, the 
heated horizontal intrusion layers ejected by a distinct vertical 
thermal layer are of thickness 0(h), again implying a diffusion 
of vorticity over a length scale 0(h). In both cases, the mixing 
of fluid over the scale of the cavity depth suggests that vertical 
thermal gradients cannot exist, the vertical heat transport 
increasing the region of horizontal conduction at the expense 
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of convection. Finally, a balance between the heat convected 
across the cavity by a distinct intrusion layer and the loss of 
heat from the intrusion layer to the core by vertical con
duction yielded the criterion A~n\ for Ra < A'12, the in
trusion loses a significant component of its heat content to the 
core, again reducing the effects of convection. 

Since A ~4/3 < A ~ n for A < 1, these results led to a broad 
classification of the possible flow types into conductive (Ra < 
1), transitional (1 <Ra<Max(Pr 2 , A~12)), and convective 
(Ra > Max(Pr2, A ~l2)). The nature of the subsequent layering 
in the core was determined by the value of Ra relative 
to Pr10 and P r - 1 6 A~n and it was shown that in the con
vective mode, the value of Ra relative to Pr4 A ~4 determined 
the approach to steady state; for Ra < Pr4 A ~4 the approach 
was smooth, whereas if Ra > Pr4 A ~4, the approach was by a 
decaying oscillation. 

Each of these seven critical values then describes a different 
aspect of the transient flow, and consequently, the order in 
which they occur is significant in determining the actual 
regime boundaries and the evolution of the flow for a given 
value of Ra. As noted in [1], which presented one possible 
ordering, there are actually six orderings of the seven critical 
values possible for Pr > 1, A < 1, depending on the relative 
values of Pr and A. These are: 

entrainment in the cold wall layer, which has ejected an 
identical cold intrusion along the bottom of the cavity. 
Considering only the cold wall layer, this ejection occurs over 
a length scale much less than 0(h), provided Ra > A " 4 / 3 , and 
entrainment must occur over the remainder of its length. The 
heated intrusion layer, which is also of thickness much less 
than 0(h), must therefore spread vertically towards the cold 
end of the cavity to meet this entrainment requirement. Put 
another way, the heated intrusion layer brings fluid to the 
cold wall on a scale much less than 0(h) to be entrained on a 
scale 0(h). Consequently, the heated fluid "piles up," and the 
resulting horizontal gradient generates an adverse pressure 
gradient opposing the intrusion. The result is the generation 
of internal wave activity. 

Implicit in this qualitative description of the mechanism, 
which is supported by the numerical results of both [1] and 
[2], is the assumption that the intrusion layer is convecting the 
required heat across in a thin layer. This is the case if Ra > 
A ~ n, however, if Ra < A ~ n, a significant quantity of heat is 
lost to the core by vertical conduction and subsequently 
carried to the far boundary by the secondary core motion, 
over a scale 0(h), for entrainment. Thus if Ra < A ~12, the 
vertical distribution of heat is spread over the length of the 

A-6<Vx: 

A^-KVXKA-6: 

A~6/5 < P r < ^ ~ 2 : 
^ - 2 / 3 < p r < / 4 -6/5. 

A~2ni<Vx<A-2n; 

Vx<A"2ni: 

1 <A "4 / 3 <A -,2 <Pr 2 < P r M ~4 <Pr1 0 <Pxl6A ~n 

4/3 <Pr 2 <A "12 < P r M - 4 <Pr1 0 < P r ' M ~12 

4/3 < p r 2 < p r 4 y 4 -4 < A -12 <p r 10 < p r 1 6 v 4 -12 

4 / 3 < p r 2 < p r 4 y 4 - 4 < p r 1 0 < ^ - 1 2 < p r 1 6 y 4 - 1 2 

12 <pj-16 ,4 - | 2 

12 <Pi-16/l - I 2 

KA 

\<A 
KA 

1 <Pr 2 <A-4/3 <Pr1 0 < P r M ~4 <A 

K P r 2 <Pr1 0 <A ~4/3 < P r M " 4 <A 

The first of these orderings only was considered in [1]; for 
this ordering, the upper boundary of the transitional regime 
was Pr2 and no generality was lost by taking the case A = 1. 
This led to the formation of six possible flow regimes, each of 
which was characterized by a different approach to steady 
state. Each flow regime was goverened by a different 
hierarchy of time scales and, in particular, all regimes with Ra 
> P r M ~ 4 were characterized by an oscillatory approach to 
steady state for this particular ordering. 

Each of the remaining orderings results in a potentially 
different set of flow regimes with different approaches to 
steady state. In particular, as will be shown below, the 
criterion for the presence of transient internal waves is not the 
same for all orderings; a general criterion may, however, be 
established, valid for all orderings. 

Criteria for Internal Wave Activity 

At first sight, the criterion derived in [1] for the presence of 
transient internal waves, Ra > P r M " 4 , appears valid for all 
orderings. Consider, however, the mechanism for the 
generation of internal wave activity. The initial heated in
trusion layer travelling across the top of the cavity is, by 
symmetry, carrying exactly the amount of fluid required for 

cavity, and the "piling up" of heated fluid does not occur. In 
this case, there is no mechanism for the generation of internal 
waves and the PxAA "4 parameter is not relevant. 

The same argument is true for the case Ra < A "4 / 3 ; in this 
case, the heated fluid is ejected over a length scale 0(h) and the 
"piling up" of heated fluid again does not occur. However, 
since P r M - 4 > A~4/i for Pr > 1, A < 1, this secondary 
criterion is of no importance. Thus, the criterion for the 
presence of internal wave activity may be expressed simply as 

R a > M a x ( P r M - 4 M 1 2 ) (1) 
valid for all orderings. 

Description of the Flow Regimes 

It is possible to describe, using the scales derived in [1], the 
characteristics of each of the flow regimes resulting from the 
orderings of critical Ra values not treated in [1]. Such a 
general discussion would however be unsupported by ex
perimental or numerical evidence and would be well beyond 
the scope of this paper. Consequently, in the following, two 
orderings only, which will later be seen to be applicable to the 
experiments of [3], are discussed. 

(/) A ~2ns < Pr < A ~2/3. For this ordering of critical Ra 

N o m e n c l a t u r e 

A = 
g = 

h = 

L = 

Pr = 
Q = 

aspect ratio of the cavity h/L 
gravitational acceleration 
vertical dimension of the 
cavity 
horizontal dimension of the 
cavity 
Prandtl number V/K 
volume flux passing through 
the thermal boundary layer, 
equation (4) 

Ra 
77 

AT = 

Kr = 

Rayleigh number gaATh3/pK 
filling time, equation (5) 
vertical velocity scale, 
equation (3) 
coefficient of thermal ex
pansion 
end to end temperature dif
ference 
intrusion layer thickness scale, 
equation (6) 

5T = thermal boundary layer 
thickness scale, equation (2) 

K = thermal diffusivity 
T = thermal boundary layer 

growth time scale, equation (2) 
v = kinematic viscosity 

~ = of the same order of mag
nitude as 
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values, it is again possible, following [1], to broadly classify 
the flow as conductive, transitional, or convective, depending 
on the relative values of Ra and the values 1 and A ~ u . 

The conductive regime is defined by Ra < 1. In this case, 
the thermal boundary layers on the endwalls simply advance 
across the cavity, yielding essentially a pure conduction result. 
The resulting horizontal temperature gradient drives a weak 
circulation which has no convective effect. Steady state is 
achieved in a time 0 ( L 2 / K ) , the pure conduction time scale, 
and no other time scales are relevant. 

The upper boundary of the transitional regime is A ~12; for 
Ra > A ~12, the flow is convective with horizontal conduction 
playing a role only in thin vertical boundary layers on the 
endwalls. Internal wave activity will be present in this regime, 
since the criterion Ra > A ~ n is satisfied, and the flow will be 
characterized by thin horizontal intrusion layers, since Ra > 
A ~4n. The nature of the layers is determined by the value of 
Ra relative to P r " v r 1 2 ; for A~n < Ra < P r ' M " 1 2 the 
layers are initially inertial becoming viscous, for Ra > 
P r ' M ~12, the flow is inertially dominated. Since steady state 
is achieved by the decay of the internal wave activity, the 
estimated steady state time is the viscous decay time 0(h2/v). 

The transitional regime 1 < Ra < A ~ n contains a number 
of subregimes. Firstly, for 1 < Ra < A~A/3, which includes 
the Pr2 criterion, the diffusion of vorticity over a scale 0(h) 
expands the potentially distinct vertical and horizontal layers 
into the core region, and the flow and heat transport behave 
essentially as in the conductive regime. The overall heat 
transport is augmented by the additional (over conduction) 
heat carried out from the boundary and transported vertically 
with the fluid as it mixes over the cavity depth. Secondly, for 
A ~4/3 < Ra < A ~n, distinct vertical thermal layers form on 
the endwalls and eject distinct horizontal intrusion layers into 
the core, converting heat across the cavity. Since Ra < A ~12, 
however, these layers lose a significant quantity of heat to the 
core, losing their thermal identity and generating a linear 
vertical temperature gradient in the core. The velocity layers, 
however, remain distinct. The nature of the layers changes 
with increasing Ra from viscous for Ra < Pr10, to inertial 
becoming viscous for Pr10 < Ra < A ~a. Steady state in this 
transition regime is achieved in a time scale lying between the 
conduction time scale 0 ( L 2 / K ) and the viscous time scale 
0(h2/v) (see Table 1). 

The evolution of the flow in each of the various flow 
regimes may again be described in terms of the transient time 
scales given in [1]. The development and interpretation of 
these scales was fully discussed in [1] and will not be repeated 
here. There is, however, one subregime (1 < Ra < A ~4/3) of 
the transitional regime not treated in [1], but relevant to the 
present case. 

It was shown in [1] that, for the case 1 < Ra < A 4 /3, the 
viscous-buoyancy balance in the thermal boundary layers on 
the vertical walls should be replaced by a pressure-buoyancy 
balance. This yielded a growth time scale, T, and layer 
thickness scale, bT, given by 

T ~ d ^ ' *r~k (2) 

The resultant vertical velocity scale became 

and the flux through the boundary layer, Q, was given by 

Q~v5T~icRa.A (3) 

The filling time, Tf, is the time taken for all of the fluid in the 
cavity to pass through the boundary layer to be heated, and is 
given by Tf ~ hL/Q. Thus, incorporating the result from [1] 

L2 1 
Tf KRa</l-4/3 

1
 KRa J 

T hL 

r ^ - "̂4/3<Ra <5> 
These two estimates for Tf coincide at Ra ~ A ~4/3, and the 
first collapses to the pure conduction time scale L2/K for Ra 
~ 1. Thus, as in [1], Tf provides an estimate for the steady-
state time scale for that range of Ra values where Tf exceeds 
the viscous time scale h2/v. 

The evolution of the flow in each regime is summarized in 
Table 1, which briefly describes the hierarchy of time scales as 
each flow progresses to steady state. The time scales in Table 1 
are taken directly from [1]. 

(it) A~2/3 < Pr < A~6/s. The only difference between 
this ordering and the previous one are the relative values of 
A~A/i and Pr2 and of Pr10 and P r M " 4 . Since all of these 
values are contained in the transitional flow regime 1 < Ra < 
A ~12, the convective and conductive flow descriptions given 
above will also apply here. 

Within the transitional regime, both the Pr2 and A~4n 

criteria are related to diffusion of vorticity over a length scale 
0(h). Thus, unless both are satisfied, that is Ra > Max(Pr2, 
A~4/3), distinct intrusions cannot be expected. Thus, in this 
case, where ^4 _ 4 / 3 < Pr2 , the assumption that the intrusion 
layer is distinct (Ra > A "4 / 3) is not valid if Ra < Pr2, since 
the analysis on which the A~A/3 criteria is based assumes a 
distinct vertical boundary layer, which is not true unless Ra > 
Pr2 . Consequently, if the subregime boundary for distinct 
intrusions is defined as Ra ~ Max(Pr2, A~A/3), the flow 
description in the flow regime 1 < Ra < Max(Pr2, A ~4/3) is 
the same in this ordering as in the previous one. 

The Pr4A~4 criterion arises from a comparison of the 
filling time scale, Tf, with the viscous time scale, h2/v, and 
the Pr10 criterion from the nature of the layering as the flow 
evolves to steady state. An interchange of these criteria then 
implies that a particular layering flow will reach steady state 
in a different time scale in this ordering if P r M ~4 < Ra < 
Pr10 than in the previous ordering with Pr10 < Ra < P r M ~ 4 . 
Outside of these subregimes, Ra > Max(Pr10, P r M - 4 ) and 
Ra < Min(Pr'°, P r 4 / ! - 4 ) , the flow descriptions within the 
transitional regimes in both orderings are identical 

The description of the flow regimes relevant to this ordering 
are then only marginally different from those relevant to the 
previous ordering. These differences are confined to small 
subregimes of the transitional flow regimes and are of only 
minor importance. Consequently, a full discussion of the flow 
regimes of this ordering is not necessary. 

Interpretation of the Experimental Results of [3] 

As noted above, the experiments of [3] failed to show 
evidence of transient internal wave activity. Since in both 
cases Ra > P r M ~ 4 , the internal wave criterion cited in [1], 
the authors concluded that this oscillatory behavior was not a 
feature of the intended flow regime. 

The experiments however did not fall into the regime in
tended. In the first case (Pr = 6, A = 0.0625), the ordering 
valid for A ~2/l5 < Pr < A "2I3 is relevant, and in the second, 
the ordering valid for A~2n < Pr < A~6/s is required; in 
both cases, the internal wave criterion is Ra > A'12. This 
critical Ra value takes the value 2.8 x 1014 and 2.6 x 10" , 
respectively, for the first and second experiments and in 
neither case is the criterion satisfied. Consequently, internal 
wave activity cannot be expected. 

Other of the scales given in [1] may however be verified. In 
terms of the flow descriptions, the two orderings relevant to 
the experiments have been shown above to the similar, and 
only the first experiment will be discussed. 
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Table 1 

Regime Time scale Comments 

Conductive 
Ra<l 

Transitional 
K R a < M ~ 4 

/ l - 4 / j < R a < P r ' 

P r 4 A ~ 4 < R a < A -

Convective 
/ l " 1 2 < R a < P r 1 6 A " 1 2 

L1K-

L V ' R a " 2 

L 2 ^ ' R a - ' 

A V R a " " 2 

L 5 / 4 h 3 / 4 ^ ' R a - 7 / 1 6 

h2K->Ra-m 

^ ^ - ' P r - ^ R a - 1 7 3 

h\-lRa~ 

^ K - ' P r - ^ R a " 1 7 3 

L5/Ah 

hU~ 

h2v-] 

3 / 4 , -

'Ra~ 

»Ra-

1/4 

-7/16 

^ - c - ' R a - 1 7 4 

i 2 ^ ' P r 

L 5 / 4 A 3 / 4 K - l R a - 7 / 1 6 

hLK~lRa~ 

h2v~ 

-1 D o - 1 / 4 

1,2 . . - 1 

Steady state by the thermal 
boundary layer encompassing the 
entire cavity before convection 
acts 

Thermal boundary layer formed. 
Horizontal intrusion layers ejected 
over cavity depth. 

Steady state achieved by a 
combination of an advance of the 
thermal boundary layer and 
convective effects being dissipated 
by vertical diffusion of heat. No 
distinct velocity or thermal 
structure evident 

Thermal boundary layer formed. 
Viscous horizontal intrusion 
layers ejected 

Intrusion layers reach the far end 
wall. Layering commences. 

Steady state by horizontal 
layering. Distinct velocity 
structure is evident but the 
thermal structure is diffusive. 

Thermal boundary layer formed. 
Inertial horizontal intrusion 
layers ejected. 

Inertial intrusions become viscous 

Intrusions reach far end 
wall. Layering commences. 

Steady state by horizontal 
layering. Distinct velocity 
structure and increasingly distinct 
thermal structure. Convection 
becoming increasingly important. 

Thermal boundary layer and inertial 
intrusions formed. 

Inertial intrusions become viscous 

Intrusions reach the far end 
wall. Layering commences. 

Cavity filled by horizontal 
layering but the core acceleration 
is not yet complete 

Steady state as diffusion of 
vorticity finalises the core 
motion. Distinct layering in the 
velocity profile, weak thermal 
structure. 

Thermal boundary layer and inertial 
intrusions formed 

Inertial intrusions become viscous 

Intrusions reach the far end 
wall. Internal wave activity and layering commence. 

Cavity filled by layering but 
internal wave activity present 

Steady state by decay of the wave 
motion. Distinct thermal and velocity layers present. 
Convection dominates the heat 
transfer. 
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Table 1 (cont.) 

Regime Time scale 

P r 1 6 . 4 - | 2 < R a / i V ' R a ~ 1 / 4 

/ ILK"'Pr-1 / 3Ra~5 / 1 2 

/iL/c-'Ra"1 

A V 

In this case, Ra = 1.28 x 109 and the experiment belongs 
to the transitional regime 1 < Ra < A~u. The expected 
approach to steady state will not be oscillatory but smooth, as 
reported. Further, since Ra > A~4n ( = 40.3), distinct 
horizontal intrusion layers will be present and, according to 
[1], are of thickness 0(Ar/), where 

For the given parameter values A,//h ~ 0.04; measuring from 
the actual velocity profile at the cavity centre line given in [3] 
yields a thickness of 0.17, within an order of magnitude of the 
scaling analysis result. The unsteady temperature profiles at 
the center line reported in [3] also suggest the vertical heat 
leakage described for Ra < A~n. Thin conducting bound
aries will also be present, since Ra > Pr2, and the filling time 
estimate for steady state, Tj, will still therefore apply. As 
noted in [3], this proves to be an excellent estimate. 

Conclusions 

In the foregoing sections, the possible orderings of the 
critical Ra values described in [1] are given, and from the 
interpretation of these critical values, a general criterion for 
the presence of an oscillatory approach to steady state, valid 
for all orderings, is determined. The detailed analysis of one 
ordering contained in [1] is extended into two further or
derings. The result is that the two orderings yield almost 
idential flow regimes which may again be broadly classified 
into conductive, transitional, and convective regimes. Both 
transitional and convective regimes contain subregimes with 
different approaches to steady state. The evolution of the 
flow in each regime is summarized in Table 1. 

It would of course be possible to further extend the 
description of the transient flow to cover the remaining three 
orderings; indeed, in some cases particular flow regimes 
arising from these orderings are evidently identical to the 
corresponding regimes previously described. However, no 
experimental or numerical results exist to verify the flow 
descriptions. 

The experimental results reported in [3] however may be 
used, in a limited way, to test the the scales described above. 
As a result it is shown that, while the experiments are of 
considerable value in their own right, they are not a valid test 
of the scaling analysis pertaining to the oscillatory approach 
to steady state apparent in some transient flow regimes. In 
fact, the flow regime addressed by the experiments of [3] is 
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Comments 

Thermal boundary layer and inertial 
intrusions formed 

Inertial intrusions reach the far 
end wall. Internal wave activity 
and layering commence. 

Cavity filled by horizontal 
layering but internal wave activity 
present 

Steady state by decay of wave 
motion. Distinct velocity and 
thermal layers present. The flow 
in dominated by inertia and the 
heat transfer by convection. 

not one of those characterized by internal wave activity as 
intended, but rather a different, transitional regime 
characterized by a smooth approach to steady state, and the 
experimental results are substantially in agreement with the 
qualitative description of the evolution of the flow. The 
experiments therefore go some way towards confirming the 
scaling analysis relevant to the particular regime accessed, 
rather than demonstrating a disparity. 

Two other points should also be noted in connection with 
the Ye well et al. [3] experiments. Even if the experiments had 
fallen into an oscillatory regime, the location (in the first 
experiment) of the thermistor probe at the cavity centerline 
(the node of the classical first mode internal wave) may mean 
that any wave activity present would be difficult to detect. 
Further, the analysis of [1] is based on an instantaneous 
initialization; in both experiments, although the boundary set 
up times are small when compared with the steady-state times, 
they are not small when compared with some of the transient 
time scales, which determine the nature of the following 
behavior. This effect is difficult to analyze and has not been 
pursued. 

Naturally, these conclusions do not confirm the presence of 
internal wave activity for Ra > A"12; in the Yewell et al. 
experiments this would require Ra ~ 0(1015). Such a high Ra 
may be difficult to achieve experimentally, and an alternate 
approach involving an increase in A and a reduction in Pr 
may prove less difficult. Either way, such an experiment 
would provide considerable insight into the nature of tran
sient natural convection. 
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An Experimental Study of Natural 
Convection in an Inclined 
Rectangular Cavity Filled With 
Water at Its Density Extremum 
An experimental investigation pertaining to the effect of the density inversion of 
water on steady natural convective flow patterns and heat transfer in an inclined 
rectangular cavity whose two opposing walls are kept at different temperatures is 
carried out. Water as a testing fluid has its maximum density at about 4 °C. The 
temperature of one wall is maintained atO°C, while that of the opposing hot wall is 
varied from 2 to 20 °C. Photographs of the flow patterns, temperature distribution 
in the water layer, and average Nusselt number are presented under various hot wall 
temperatures and inclination angles of the cavity. The present results could indicate 
that the density inversion of water has an influential effect on the natural convective 
heat transfer in the prescribed water layer. Moreover, the average Nusselt number is 
a peculiar function of the temperature difference between the cold and hot walls and 
inclination angle, unlike the previous results for common fluids without density 
inversion. 

Introduction 
Numerous experimental and analytical studies on natural 

convective heat transfer in an inclined rectangular cavity with 
a common fluid (a monotonic relationship between density 
and temperature) have been performed, concerning the heat 
loss from the hot solar absorber to the cooler environment, 
heat transmission between window glazings or in wall cavities. 
Previous results obtained have clarified that as the inclination 
angle is increased from the horizontal fluid layer heated from 
below to the vertical fluid layer heated from vertical side wall, 
natural convective flow pattern was shifted from the three-
dimensional Benard cellular flow to the two-dimensional 
boundary layer flow through the transient convoluted flows 
(coil or screw flows with axes directed up slope). It had been 
understood that those flow patterns influenced strongly on the 
convective heat transfer in an inclined rectangular cavity. 

Recently the natural convection heat transfer with density 
inversion of water related to the melting of ice in a confined 
rectangular cavity has been carried out by some researchers. 
The effect of maximum density of water at about 4 °C and 1 
atm. has been known to be considerably important on natural 
convective heat transfer in cold water layer related to the 
formation and decay of an ice layer in a confined vessel. 
Studies of natural convective heat transfer on the horizontal 
ice layer melted from below or from above have been seen in 
the literature [1-5]. On the other band, Watson [6] and Seki et 
al. [7] investigated analytically and experimentally the 
natural convective heat transfer of water under the influence 
of density inversion in a confined rectangular cavity, whose 
one vertical wall was kept at the freezing point of water and 
whose opposing vertical wall was maintained at various 
temperatures above the freezing point. Most previous studies 
of natural convection in a rectangular cavity related to the 
density inversion of water have been done in the horizontal 
orientation (freezing front is horizontal) and the vertical 
orientation (freezing front is vertical). However, the oc-
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Fig. 1 A schematic diagram of experimental apparatus 

currence of an inclined natural convective movement related 
to the confined water cavity is rather common, since it occurs 
in the earth's surfaces which are aligned with geopotential 
lines. Little attention has been paid to date to obtaining in
formation about natural convection in the inclined rec
tangular cavity with density inversion, which is important to 
predict the formation or decay of an inclined ice layer. 

The primary objective of this experimental study is to 
obtain the fundamental information about the effect of 
density inversion of water on natural convective flow pattern 
and heat transfer of melted water contained in an inclined 
rectangular cavity, whose two opposing surface temperatures 
are kept isothermally. The temperature of one cold wall, Tc, 
is uniformly maintained at 0 °C, while that of the opposing 
hot wall, Th, can be varied from about 2 to 20 °C. The in
clination angle, 6, of the rectangular cavity can be changed 
from 0 = 0 deg (heated from below) to 6 = 180 deg (heated 
from above) by 30 deg. The present results obtained refer to 
visual flow patterns, temperature profiles in the water layer, 
and average Nusselt number Nu. 
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(8) (b) (e)

Fig. 2 Photographs of flow pallem for Th = 4 ·C: (8) 8 =60 deg. (b) 8
=90 deg, (e) 8 = 120 deg

Experimental Apparatus and Procedure

The present experiments were carried out using an inclined
water-filled rectangular cavity whose one wall was kept at 0
"C, and the opposing wall was maintained at various tem
peratures above 0 "C. while the other walls were thermally
insulated. The main parts of the experimental apparatus
consisted of the heating part, a water-filled test section, and
the cooling part, as depicted in Fig. 1. The test section was
constructed by inserting the ludte frame (10 mm in thickness)
of 15 mm (height H) x 15 mm (width W) section area and 100
mm (depth D) between the heating and cooling parts. Inside
surfaces of the test section were painted with a black color in
order to avoid the reflection of the light beam on them, except
the slit for the light beam and the front wall made of lucite
plate for the convenience of the visual observation of flow
patterns.

The surface temperature of the cold wall (copper plate of 5
mm in thickness) was uniformly kept at 0 "C by inducing a
temperature-controlled coolant into the cooling chamber
attached to the outside of the cold wall. The surface tem
perature of the hot wall (copper plate of 5 mm in thickness)
was uniformly maintained at a constant temperature using
controllable main mica electrical heater (maximum output
power of 100 W). The guard mica electrical heater was
mounted on the rear side of the main heater across a bakelite
plate (5 mm in thickness) to minimize the heated loss from the
main heater to the environment. The other cooling chamber
was equipped on the rear side of the guard heater to absorb
the heat from the guard heater. It was possible to control the

____ Nomenclature

surface temperature gradients of the hot wall and cold wall in
the X-direction within ± 0.1 "C/cm. The temperature
gradients of hot and cold walls were evaluated from the
temperature measurements with the Cu-Co thermocouples
(0.1 mm in diameter) embedded into the copper plates of the
hot and cold walls at the positions of X· = 0.1,0.5, and 0.9
and at the half position (Z = 50 mm) in the depth direction (D
= 100mm).

One small probe (stainless steel pipe of 0.8 mm in diam'eter)
having Cu-Co thermocouple of 0.1 mm in diameter was
arranged at the position of X = HI2 (X· = 0.5) in order to
measure the temperature distribution in the water layer in the
Y-direction. The probe was traversed from the hot wall to the
cold wall by a traversing device which was composed of a
micrometer mechanism, a guide pipe (I-mm i.d.) setting into
the heating part and· moving stainless steel pipe (0.8 mm in
diameter) with the thermocouple. The temperature
measurements on the test section after the visual observation
of flow patterns and measurements of heat flow were carried
out by moving very slowly the traversing device and standing
still over 3-5 min at the given measuring position. From the
results of visual observations of flow behaviors, it would be
understood that the probe in the test section did not disturb
almost the flow field due to very slow circulation rate of the
convective flows in the present study in spite of small test
section (15 mm x 15 mm).

In order to minimize heat loss, the experimental apparatus
was covered with styrofoam insulating material of 100-mm
thickness, except during the usual observation, and was
placed into the temperature-controllable cold room which was

A

g
H

Nu
q

Ra
Ra·

T
T*

nondimensional temperature, (Th - Tm ) I (Th 

Tc )

gravitational acceleration
height of rectangular cavity
Nusselt number, qWI"AAT
heat flux
Rayleigh number, gl~IATW3I PIX

modified Rayleigh number,

2g'YIA (AT) 2W3 ( 31'2 )
1+-AAT

PIX 21'1

temperature
nondimensional temperature, (T - Tc ) I (T" 
Tc )

AT =
W

X,Y
X·, Y·

IX

~
P

"A
(J

1'1,1'2

Subscript

c,h
m

temperature difference, Th - Tc (= Th )

width of rectangular cavity
coordinates
nondimensional coordinates, XI W, YI W
thermal diffusivity
coefficient of thermal expansion
kinematic viscosity
thermal conductivity
inclination angle
coefficients of density of water in equation (I) .

refers to cold wall (0 "C) or hot wall
value at 4 "C of water
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~ ~ ~
Fig. 3 Photographs of flow pattern for Th =10 'C: (a) 0 =30 deg, (b) 8
=90deg,(e)8 =150deg

~ ~ ~
Flg.4 Photographs of flow pattern for Th =14 'C: (a) 8 =30 deg, (b) 0
=90 deg, (e) 0 =150 deg

(a) (b) (f)

Flg.5 Photographs of flow pattern for Th = 8 'C: (a) e = 30 deg, (b) e
= 90deg,(e)e = 150deg

~ ~ ~

Fig. 6 Photographs of flow pattern for Th = 6 'C: (a) e = 30 deg, (b) e
= 90 deg, (e) 8 = 150deg
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0 0.5 Y „ 1.0 

(a) 

0 0.5 , 1.0 
Y* 

(b) 

0 0.5 Y „ 1.0 

Fig. 7 Nondimensional temperature profiles for various surface 
temperature of hot wall, Th: (a) 9 = 30 deg, (6) 6 = 90 deg, (c) 0 = 150* 
deg 

controlled at the average of the surface temperatures of the 
hot and cold walls. The heat loss in the present temperature 
range of Th = 2-20 °C was ascertained to be less than ± 6 
percent from the results of the preliminary experiments, 
which were performed by packing ethylene glycol of thermal 
conductivity X = 0.24 W/mK at 0 °C into the test section at 
the inclination angle 9 = 180 deg (heated from above) without 
an existence of natural convection. 

To visualize the flow patterns, a 100-W projection lamp 
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was arranged under the test section as seen in Fig. 1. The 
radiant energy of the light beam was eliminated by passing 
through a water jacket of 20 mm in thickness beforehand. The 
tracer particle was a mixture of aluminium powder and 
detergent or detergent only. The aluminium tracer particles 
having a small equivalent diameter (5-10 ftm) were mingled in 
the distilled water containing the alcohol and detergent in 
order to obtain a good affinity between the tracer particles 
and test fluid (water). After they were clarified in the con
tainer during about 24 hrs, the aluminium tracer particles 
floating in the middle layer in the container were decanted by 
a syringe. Those tracer particles were maintained at the 
average temperature of the hot and cold walls for 5-10 min. 
They were injected slowly into the test section by the syringe. 
Therefore, it would be said that the tracer particles used in the 
present study were neutrally buoyant to the test fluid. 

Distilled water was used as a testing fluid to avoid the 
mixing of undesirable air bubble. Photographs of the flow 
patterns were taken by using ASA 400 film. Typical exposure 
times were varied from 15 to 60 s. The experimental data were 
taken after the thermal and fluid dynamic conditions had 
reached a steady state. It took about 6-15 hrs to reach the 
steady state. The temperature of the hot wall was varied every 
2 °C ranging from 2-20 °C. The inclination angle 9 was in
creased from 0 to 180 deg by increments of 30 deg. 

Experimental Results 
Flow Patterns. Typical flow patterns under several surface 

temperatures of the hot wall, Th, and inclination angles 9 are 
shown in Figs. 2-6. Figure 2(a-c) for 6 = 60 deg, 90 deg, and 
120 deg show the flow patterns observed under Th = 4 °C. 
These flows seem to be very stable and two dimensional. One 
eddy in Fig. 2(a) for 9 = 60 deg circulates in the counter 
clockwise and spreads fully in the cavity, that is, the 
movement of eddy is upward along the cold wall but 
downward along the hot wall. The flow behavior for 6 = 90 
deg and 120 deg as shown in Fig. 2(b) and (c) is basically 
similar to that for 6 = 60 deg. However, as the inclination 
angle 9 increases, the circulating rate of the eddy becomes 
larger and the flow vigor is increased since the layer of water 
at about 4°C (it's maximum density) occupies vertical and 
upper part in the test section. Visual photographs of the flow 
patterns under Th = 6°C for 6 = 30 deg, 90 deg, and 150 deg 
are presented in Fig. 3(a-c), respectively. One influential eddy 
in Fig. 3(a) for 9 = 30 deg circulates slowly in the counter 
clockwise near the cold wall. And the weak counter secondary 
eddy circulating in the clockwise appears in the vicinity of the 
hot wall because the layer of water at 0°C with smaller density 
than that at 6 °C occupies the upper part in the test section. 
This appearance of the counter secondary eddy is due to the 
existence of the density extremum of water at about 4°C in the 
test section. As 6 increases, the influence of the coun
terclockwise eddy near the cold wall is increased, while the 
counter secondary eddy is suppressed to the lower part of the 
hot wall. 

Figure 4(a-c) shows various flow patterns under Th = 8 "C 
for 8 = 30 deg, 90 deg, and 150 deg, respectively. In Fig. 4(a) 
for 8 = 30 deg, one eddy circulating in the clockwise near the 
hot wall becomes influential while the weak other eddy cir
culating in the counterclockwise appears near the cold wall. 
For 9 = 90 deg in Fig. 4(b), the influence of density inversion 
becomes more evident. That is, the eddy near the cold wall 
becomes large and finally two counter eddies of almost equal 
size emerge in the cavity, since the density of water near the 
hot wall (8°C) and cold wall (0°C) become almost the same, 
which means the almost same flow vigors of two eddies 
developed near both walls. For 6 = 150 deg in Fig. 4(c), one 
eddy near the cold wall becomes influential and the other 
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Fig. 8 Comparison between the present data and previous data 
without density inversion 

counter eddy is suppressed to the hot wall in contrast to the 
eddies observed for 6 = 30 deg in Fig. 4(a). 

Figure 5(a-c) shows the flow patterns under Th = 10 °C for 
8 = 30 deg, 90 deg and 150 deg, respectively. In Fig. 5(a) for 8 
= 30 deg, one eddy circulating in the clockwise direction near 
the hot wall becomes more influential than that for Th = 8 °C 
as could be seen in Fig. 4(a), while the influence of the other 
counter eddy near the cold wall becomes very weak because 
the density of water at 10°C near hot wall becomes smaller 
than that at 0°C near cold wall. For 8 = 90 deg in Fig. 5(b), 
the influence of one eddy near the hot wall is decreased and 
that of the other counter eddy near the cold wall is increased. 
However, the circulating rate of flow for 8 = 90 deg becomes 
smaller than that for 8 = 30 deg. For 8 = 150 deg in Fig. 5(c), 
the flow seems to be unstable and three dimensional. That is, 
one eddy circulating in the clockwise with very slow speed 
appears in the part of the cavity. This anomolous unsteadiness 
of the flow pattern could be explained because the instability 
of the transient flow behavior at 8 = 150 deg from two-
dimensional boundary layer flows that developed near the hot 
and cold walls observed at 8 = 90 deg for three-dimensional 
Benard cellular type flow (reported by Hart [9] and 
Krishnamurti [10]) appears in the flow field. Figure 6(a-c) 
shows the flow patterns under Th = 14 °C for 8 = 30 deg, 90 
deg, and 150 deg, respectively. For 8 = 30 deg in Fig. 6(a), 
one basic main boundary layer flow circulating in the 
clockwise direction appears at the inside of the surface wall, 
and two secondary eddies emerge in the center core region due 
to a viscous shearing force induced by the outside main 
boundary layer flows developed near the hot and cold walls, 
as mentioned in the previous results using a Boussinesq fluid. 
Therefore, it can be explained that the appearance of these 
secondary eddies is independent of the effect of density in
version of water since the density of water at 14 °C near the 
hot wall is smaller by 99.94 percent of that at 0°C near cold 
wall. For 8 = 90 deg in Fig. 6(b), the flow pattern is similar to 
that for 8 = 30 deg. However, the circulating rate of flow and 
the flow vigor for 8 = 90 deg is decreased as compared with 
that for 8 = 30 deg in Fig. 6(a). For 8 = 150 deg in Fig. 6(c), 
one weak eddy appears near the hot wall, and it becomes 
unstable and three dimensional. 

Temperature Distributions. Distributions of temperature T 
in the y-direction are obtained for all values of AT( = Th)at 
the selected position of X = H/2. It is well known that the 
nondimensional temperature profile of the fluid without 
density inversion, T*, in the Y*-direction at each selected Ap
position, except both end regions near X* = 0 and HI W( = 
1), is similar and independent of both temperature difference 
AT and a Boussinesq fluid. 

The typical nondimensional temperature distributions T* in 
the Y*-direction at the position of X* = 0.5 are shown in Fig. 

Fig. 9 Relationship between Nusselt number, Nu, and surface tem
perature of hot wall, Th, for various I) 

8 | , , r 

Fig. 10 Relationship between Nusselt number, Nu, and inclination 
angle, 0, for various Th 

7. Figure 7(a) for 8 - 30 deg shows T* versus Y* for various 
Th. In this figure, one can note that as the temperature of the 
hot wall, Th, increases, the temperature profile is changed 
gradually from the almost linear relationship between T* and 
Y*, indicating the conduction in case of r s = 4 °C, to the 
curved temperatrue profile ("S" type), indicating the natural 
convective motion in case of Th = 14 °C. It can be expected 
that judging from the increase of magnitude of the precipitous 
drop near the hot or cold wall with increasing temperature of 
the hot wall, Th, the influence of the convection is increased 
with increasing Th. It is interesting to note that a steep drop of 
temperature for Th = 6 °C appears in the range of Y* = 
0.4-0.5. This steep drop of the fluid temperature would be 
caused by a collision between one fluid flow having a high 
temperature from the hot wall (Th = 6 °C) and the other fluid 
flow having a low temperature from the cold wall (Tc = 0°C), 
as shown in the visual photograph of Fig. 3(a). 

Typical nondimensional temperature distributions for 8 = 
90 deg are presented in Fig. 1(b). Nondimensional tem
perature profile for 8 = 90 deg at each Th is basically similar 
to that for 6 = 30 deg as could be seen in Fig. 7(a). However, 
one can note that a precipitous drop of temperature for Th = 
6 °C mentioned for 8 = 30 deg moves to the hot wall in the 
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range of Y* = 0.2-0.3, corresponding to the flow pattern for 
8 = 90 deg as could be seen in Fig. 3(£>). 

Figure 7(c) shows the results for 8 = 150 deg. The results of 
temperature profile for various Th in case of 8 = 150 deg are 
inversion of those in case of 9 = 30 deg as shown in Fig. 1(a), 
That is, from the temperature distributions in Fig. 7(c), it can 
be presumed that the mode of heat transmission through 
water layer is shifted gradually from the convection to the 
conduction as Th increases from Th = 4 °C. 

Average Nusselt Number. A comparison between the 
present data and those obtained by previous investigators 
(i.e., Buchberg et al. [8]) is shown in Fig. 8. They summarized 
their experimental results for common fluids without density 
inversion in the range of 8 = 60 deg, and presented their 
correlations in terms of Nusselt number Nu = qW/\ATand 
Rayleigh number Ra cos0 = glfflATW3 cos0/ra, where the 
physical properties of fluid used were evaluated at the average 
temperature of the hot and cold walls. However, the effect of 
density inversion on the convective heat transfer was not 
discussed in their studies. In Fig. 8, the present data for 8 = 
120-180 deg in the range of T„ ^ 6 °C and for 8 = 0-60 deg 
in the range of Th ^ 10 °C are plotted according to the 
aforementioned previous method in consideration of the flow 
patterns and the temperature distributions. The present data 
agree well with those of previous investigators in the tem
perature ranges without the effect of density inversion, that is, 
y* = 4 °C and Th ^ 14 °C. However, it can be seen that the 
present data resulted from the strong effect of density in
version in the range of Th = 6-12 °C lie below the previous 
results. These differences would be explained from the fact 
that the convective heat transfer through the water layer is 
prevented by two counter eddies existing due to the density 
inversion in the water layer, as shown in visual photographs 
of the flow patterns in Figs. 3-5. 

The Effect of Temperature of the Hot Wall Th on the 
Average Nusselt number Nu 

Figure 9 shows the relationship between Nu and Th (= 
AT) for various 9. In this figure, it is evident that Nu does not 
increase monotonously with increasing AT as reported in the 
case of using a Boussinesq fluid without density inversion'. 
Namely, for Th ^ 4°C, when a single eddy occupies the 
entire part of the fluid layer, as Th becomes higher, Nu in
creases monotonously till it reaches a peak point at about 
4°C, because the flow vigor is increased with increasing 
density difference of water in the test section. But the 
minimum value of Nu appers at about 8 °C. The appearance 
of such a minimum value of Nu at about 8 °C may be caused 
by the existence of two counter eddies as shown in Fig. 4. The 
heat exchange by convection from the hot wall to the cold wall 
is performed by a collision between two counter eddies and 
the decrease of the flow vigor of two counter eddies due to a 

collision between them. That is, it takes a longer distance for 
two counter eddies to transfer the heat from the hot wall to 
the cold wall, and the circulating rate of their eddies are 
decreased as compared with that of a single eddies without 
density inversion. And Nu increases monotonously again with 
increasing Th in the range of Th > 8 °C. This increase of Nu 
could be explained from the fact that the flow vigor near the 
hot wall is increased with increasing Th, since the density of 
water at Th > 8°C becomes smaller than that at 0 °C and is 
decreased almost linearly with increasing Th. This peculiar 
behavior between Nu and Th appears in the range of 9 = 
60-150 deg. However, the tendencies of Nu to Th for 9 = 
0-30 deg and 180 deg are different from those for 9 = 60-150 
deg. In case of 6 = 0-30 deg, Nu increases gradually with 
increasing Th for Th ^ 8 °C, and it increases steeply against 
Th in the range of Th > 8 °C. That is, the influence of the 
convection becomes remarkable for Th > 8 °C. On the other 
hand, in case of 9 = 180 deg the change of Nu to Th for Th ^ 
8 °C is similar to that for 8 = 60-150 deg, but for Th > 8°C 
Nu decreases gradually with increasing Th and also the ab
solute value of Nu becomes small. 

The Influence of Inclination Angle 6 on the Average 
Nusselt Number Nu 

Figure 10 presents the relationship between Nu and 9 for 
various Th, together with Tien's data [1] for 9 = 0 deg. In this 
figure, it would be understood that the value of Nu changes 
complicatedly with increasing 6, according to Th. For Th < 8 
°C, Nu increases gradually with increasing 6, and it becomes a 
maximum value between 6 = 120 and 150 deg. Moreover, in 
the range of 9 < 90 deg Nu becomes smaller, since the in
fluence of the convection is reduced by the existence of lighter 
water layer of 0 °C at the upper part in the water layer. 
Meanwhile, in the range of 0 > 90 deg the value of Nu 
becomes large, since the convection is to be influential due to 
the condition of top heavy fluid layer, as shown in Figs. 2(c) 
and 3(c). In case of Th = 8 °C, it can be noticed that Nu 
increases gradually with increasing 9 from 0 to 90 deg, and it 
takes a maximum value of about 9 = 90 deg, while Nu 
decreases gradually with increasing from 90 deg. On the other 
hand, for Th > 8 °C, the change of Nu against 6 indicates the 
reverse tendency as compared with that for Th < 8 °C. That 
is, Nu increases slightly with increasing 8 for 8 < 60 deg, and 
its becomes a maximum value at about 60 deg. For 8 > 60 
deg, Nu decreases steeply with increasing 9. This behavior of 
Nu against 8 is similar to previous results obtained by using a 
Boussinesq fluid without density inversion. 

Nondimensional Arrangement of the Heat Transfer 
Data 

In general, it is difficult to nondimensionalize the data of 
heat transfer with density inversion of water by the previous 
correlation in terms of Nusselt number and common Rayleigh 
number, where the physical properties of water are estimated 
by the average temperature between the hot and cold walls. 
That is, in the present study the value of Ra at Th = 8 °C 
becomes almost zero since the thermal expansion coefficient /3 
is zero at about 4 "C. In the present study, the modified 
Rayleigh number Ra* used by Sun et al. [3] is adopted to 
correlate the present data as follows 

Ra* = 
2gyiA(AT)2 W1 

(i + ~AAT) 
V 27, / 

(1) 

Figure 11 shows the relationsip between Nu and Ra* cos 8 in 
the range of 8 ^ 60 deg. In this figure, it would be un-
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derstood that for 6 = 0 deg, that is, the horizontal water layer 
heated from below, the value of Nu increases slightly with 
increasing Ra* cos 6 in the range of Ra* cos 6 = 7 X 103-105, 
and for Ra* cos 6 > 105, Nu increases precipitously with 
increasing Ra* cos 6. It is intriguing that the value of Nu for 
Th = 8 °C is strongly dependent on Ra* cos 6 in the range of 
0 = 0-60 deg, while for Th > 8 °C, it is little dependent on 
Ra* cos 6. 

Conclusions 
The behavior of natural convection flows with the effect of 

density inversion of water in an inclined rectangular cavity is 
clarified by experiments. From the aforementioned results, it 
can be concluded that the flow patterns of water in the cavity 
are changed by the effect of density inversion and inclination 
angle of the cavity, and consequently, the density inversion 
and inclination angle have an important effect on the con-
vective heated transfer in the cavity. It is clear that two 
counter eddies due to the density inversion disturbed the 
convective heat transfer from the hot wall to the cold wall, 
and the influence of two counter eddies is strongly dependent 
on the inclination angle. 

References 
1 Tien, C , "Thermal Instability of a Horizontal Layer of Water Near 4 

°C," AIChE Journal, Vol. 14, 1968, pp. 652-655. 
2 Yen, Y. C , and Galea, F., "Onset of Convection in a Water Layer 

Formed Continuously by Melting Ice," The Physics of Fluids, Vol. 12, 1969, 
pp. 509-516. 

3 Sun, Z. S., Tien, C , and Yen, Y. C , "Thermal Instability of a 
Horizontal Layer of Liquid with Maximum Density," AIChE Journal, Vol. 15, 
1969, pp.910-915. 

4 Sugawara, M., Fukusako, S., and Seki, N., "Experimental Studies on the 
Melting of a Horizontal Ice Layers," Transactions JSME, Vol. 40, 1974, pp. 
3155-3165. 

5 Merker, G. P. , and Straub, J., "Rayleigh-Benard Konvektion in Wasser 
im Bereich der Richteanomalie," Warme-und Stoffiibertragung, Vol. 16, 1982, 
pp.63-68. 

6 Watson, A., "The Effect of the Inversion Temperature on the Convection 
of Water in an Enclosed Rectangular Cavity," Quarterly Journal of Mechanics 
and Applied Mathematics, Vol. 15,1972, pp. 423-446. 

7 Seki, N., Fukusako, S., and Inaba, H., "Free Convective Heat Transfer 
With Density Inversion in a Confined Rectangular Vessel," Warme-und 
Stoffiibertragung, Vol. 11,1978, pp. 145-156. 

8 Buchberg, H., Catton, I., and Edwards, D. K., "Natural Convection in 
Enclosed Spaces- A Review of Application to Solar Energy Collection," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 98,1976, pp. 182-188. 

9 Hart, J. E., "Stability of the Flow in a Differentially Heated Inclined 
Box," Journal of Fluid Mechanics, Vol. 47, 1971, pp. 547-576. 

10 Krishnamurti, R., "On the Transition to Turbulent Convection, Part 1, 
The Transition from Two- to Three-Dimensional Flow," Journal of Fluid 
Mechanics, Vol. 42, 1970, pp. 295-307. 

Journal of Heat Transfer FEBRUARY1984, Vol. 106/115 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. Bar-Cohen 
Department of Mechanical Engineering, 

Ben-Gurion University of the Negev, 
Beer-Sheva, Israel 

Fellow ASME 

W. iVl. Rohsenow 
Department of Mechanical Engineering, 
Massachusetts Institute of Technology, 

Cambridge, Mass. 02139 
Fellow ASME 

Thermally Optimum Spacing of 
¥ertical3 Natural Gonwection 
Cooled, Parallel Plates 
While component dissipation patterns and system operating modes vary widely, 
many electronic packaging configurations can be modeled by symmetrically or 
asymmetrically isothermal or isoflux plates. The idealized configurations are 
amenable to analytic optimization based on maximizing total heat transfer per unit 
volume or unit primary area. To achieve this anlaytic optimization, however, it is 
necessary to develop composite relations for the variation of the heat transfer 
coefficient along the plate surfaces. The mathematical development and verification 
of such composite relations as well as the formulation and solution of the op
timizing equations for the various boundary conditions of interest constitute the 
core of this presentation. 

Introduction 
Vertical two-dimensional channels formed by parallel 

plates or fins are a frequently encountered configuration in 
natural convection cooling in air of electronic equipment, 
ranging from transformers to main-frame computers and 
from transistors to power supplies [1, 2, 3]. Packaging 
constraints and electronic considerations, as well as device or 
system operating modes, lead to a wide variety of complex 
heat dissipation profiles along the channel walls. In many 
cases of interest, however, a symmetric isothermal or isoflux 
boundary representation, or use of an isothermal/isoflux 
boundary together with an insulated boundary condition 
along the adjoining plate, can yield acceptable accuracy in the 
prediction of the thermal performance of such con
figurations. 

Elenbaas [4] was the first to document a detailed study of 
the thermal characteristics of one such configuration, and his 
experimental results for isothermal plates in air were later 
confirmed numerically [5] and shown to apply as well to the 
constant heat flux conditions [6]. More recently, Aung and 
coworkers [7, 8] and Miyatake and coworkers [9, 10] extended 
the available results to include both asymmetric wall tem
perature and heat flux boundary conditions, including the 
single insulated wall. 

From these and complementary studies emerges a unified 
picture of thermal transport in such a vertical channel. In the 
inlet region and in relatively short channels, individual 
momentum and thermal boundary layers are in evidence 
along each surface and heat transfer rates approach those 
associated with laminar flow along isolated plates in infinite 
media. Alternately, for long channels, the boundary layers 
merge near the entrance and fully developed flow prevails 
along much of the channel. 

In this fully developed regime, the local heat transfer 
coefficient is constant (neglecting the temperature dependence 
of fluid properties) and equal to the well-documented forced" 
convection values [11]. However, since the local fluid tem
perature is not explicitly known, it is customary to reexpress 
the fully developed heat transfer coefficient in terms of the 
ambient or inlet temperature. The Nu for isothermal plates 
appropriate to this definition can be derived from the "in
compressible natural convection" form of the Navier-Stokes 
equations. This was done semianalytically by Elenbaas [4], 

confirmed by the laborious numerical calculations of Bodia 
and Osterle [5], and extended to asymmetric heating by Aung 
[7] and Miyatake et al. [9, 10]. In a subsequent section of this 
discussion, the limiting relations for fully developed laminar 
flow, in a symmetric isothermal or isoflux channel, as well as 
in a channel with an insulated wall, will be rederived by use of 
a straightforward integral formulation. 

The analytic relations for the isolated plate (or inlet region) 
limit and the fully developed (or exit region) limit can be 
expected to bound the Nu values over the complete range of 
flow development. Intermediate values of Nu can be obtained 
from detailed experimental and/or numerical studies or by 
use of the correlating expression suggested by Churchill and 
Usagi [12] for smoothly varying transfer processes. This 
correlation technique relies on the analytic expressions at the 
two boundaries and a limited number of data points to derive 
a highly accurate composite correlation and its use will be 
demonstrated in later sections. 

Fully Developed Limit 

Momentum Considerations. In laminar, fully developed, 
two-dimensional flow between parallel plates—as shown in 
Fig. 1—the pressure drop is given by [11] 

dP 
—— = -12 i*w/pb3 (1) 

dX loss 

For free-convection flow, this flow resistance is balanced by 
the buoyant potential expressible as [11] 

= (~Pf-Po)g=-f>Pg(Tf-T0) 
dx buoy 

(2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November 
1,1982. 

Equating equations (1) and (2), the flow rate per unit width, 
w, in the channel, is found equal 

w = p2g0bHT/-To)/12fi (3) 

Nusselt Number—Symmetric, Isothermal Plates. An 
energy balance on the differential volume, shown in Fig. 1, 
equating heat transferred from two isothermal walls with that 
absorbed in the flow, yields 

wcpdT=2h(Tw-Tf)dx (4) 
From continuity considerations the flow rate, w, is constant, 
and in fully developed flow with temperature-independent 
properties, the local heat transfer coefficent, h, as well as cp, 
is constant. Consequently, wcp/2h can be considered 
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X 
h 

Fig. 1 Schematic of flow in a vertical channel 

constant along the channel, and equation (4) can be simply 
integrated to yield the local fluid or bulk temperature 

Tf (5) '/=•'«- (T„-T0)e 

where T has replaced 2h/wcp. 
To accommodate the desire to obtain a Nusselt number 

based on the temperature difference between the wall and the 
ambient fluid, Nu0 can be defined as 

q/A 1 b r Q/A i b 
(6) 

The transfer rate, q, can be determined from the flow rate and 
the temperature rise in the channel by the use of equations (3) 
and (5), with the latter evaluated at x = L to find the exit 
temperature. The average fluid temperature in the channel 
can be found by integrating equation (5) from x = 0 to x = L 
and dividing by the length of the channel, L. Following these 
operations 

q = 
CpphP&S 

12 n 
(Tw-T0){\ l-e' 

TL )} 
(Tw-T0)(l-e-^)] (7) 

Inserting equation (7) into (6) with the surface area, A, equal 
to 2LS, the desired Nusselt number is found as 

Nu„ 
1 rcpp

2gpb\Tlv-T0) 
24 fikL 

\-e~TL 

] 
[0-^)<'--K>] (8) 

The combination of parameters appearing in the first 
bracketted term of equation (8) is recognizable as the channel 
Rayleigh number, i.e., Ra b/L = Ra'. Consequently, at the 
fully developed limit, where L — o° and the second term in 
equation (8) approaches unity, Nu0 is seen to approach 
Ra'/24. This result agrees exactly with the previously cited 
analytical and numerical results [4, 5,7]. 

Nusselt Number—Asymmetric, Isotherm Plates. For 
fully developed flow in a channel formed by a single 
isothermal plate and an insulated plate, only the isothermal 
surface is involved in heat transfer, and Nu0 must be based on 
that surface alone. Modifying equations (4, 5) and (6) in this 
vein, the derivation of Nu0 is found to exactly parallel the 
development of equation (8) and yield Nu0 = Ra'/12 at the 
limit of L — oo in agreement with [10]. Comparison with the 
results obtained by Aung [7] reveals this value to be ap
proximately 7 percent lower then the NuD associated with the 
second surface being at ambient temperature (rather than 
adiabatic). 

Nusselt Number—Symmetric, Isoflux Plates. In a 
channel formed by two constant heat flux plates, the fluid 
temperature increases lineary along the channel and equation 
(5) can be replaced by 

Tf=T0+2q"x/wcp (9) 

A 
b 
B 

CP 

C 
d 
g 

ft 

k 

L 
m 
n 

Nu0 

P 
P 
q 

q" 

= area, m2; coefficient 
= plate spacing, m 
= coefficient 
= specific heat at constant 

pressure, J/kg°C 
= coefficient 
= fin thickness, m 
= gravitational acceleration, 

m/s2 

= heat transfer coefficient, 
W/m 2 o C 

= thermal conductivity, 
W/m°C 

= channel or plate length, m 
= number of fins 
= exponent 
= channel Nusselt number, 

= q"b/k(Tw, -T0) 
dimensionless 

= exponent 
= pressure, N/m2 

= exponent in equation (17); 
heat flow rate, W 

= heat flux, W/m2 

QT 
Ra 

Ra* 

Ra ' 

Ra" 

S 
T 
w 

W 
X 

y 

Y 

= total heat flow rate, W 
= Rayleigh number, = 

p2g@cpL
3 AT/nk, dimen

sionless 
= modified Rayleigh 

number, == 
p2gPcpL

4q"/nk2, dimen
sionless 

= channel Rayleigh number, 
= p2gPcpb

4AT/fiL, 
dimensionless 

= modified Channel 
<.Rayleigh number, = 
P

2gl3cpb
sq"/fiLk2 

= plate width, m 
= temperature, °C 
= mass flow rate per unit 

width, kg/m-s 
= width of prime area, m 
= length coordinate, m 
= generalized parameter in 

equation (19) 
= modif ied genera l ized 

parameter in equation (19), 
= ylAz" 

z = 

Z = 

generalized parameter in 
equation (19) 
modif ied general ized 
parameter in equation (19), 
= Bzp~"/A 

Greek Letters 
P = 

r = 

p = 
/* = 
A = 

Subscripts 
buoyant = 

/ = 
loss = 

0 = 
opt = 

w = 
X = 

L = 

volumetric coefficient of 
thermal expansion, °K~' 
t h e r m a l p a r a m e t e r , 
2h/wcp,m~l 

density, kg/m3 

dynamic viscosity, kg/m-s 
difference 

natural convection driving 
force 
fluid 
pressure drop 
entrance or ambient value 
optimum 
wall 
local value 
at the x^L location 
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Since, in many electronic applications, it is the maximum 
channel wall temperature that is of critical importance, it is 
desirable to define the Nusselt number in the isoflux con
figuration according to 

b 

— 0°) 
N u - [ ^ ] 

From basic heat transfer considerations and equation (9), the 
defining temperature difference in Nu0 is found as 

Tw,L-T0 = (TWiL-Tf) + (Tf-T0)=q"(^ +-^-) (11) 

Using equation (9) to find the height-averaged fluid tem
perature in the channel and combining equations (3, 10) and 
(11), yields for the two-dimensional flow assumption 

Nu0 = [ 1 
+ 

2L 
;] h ' cpsff?gpPq"L/\2iJx:pl k 

and following algebraic manipulation 

1 b 
— (12) 

»- - [ sW^=] (13) 
bh y p2gb5q"cp. 

The combination of parameters under the square-root in 
equation (13) is recognizable as the inverse of the modified 
channel Rayleigh number, i.e., Ra*«Z?/L s Ra". For the 
large values of L and small values of b appropriate to the fully 
developed limit, the first term in equation (13) is negligible 
relative to the square-root and the sought after limiting ex
pression is thus found to equal 

,=VRa"/48 = 0.144 Nu„ (14) 
This result is identical to that obtained in previously cited 
studies and was found in [7] to apply as well to various ratios 
of surface heat flux, i.e., q"/q-[, when Ra" is based on the 
average value ofq". 

When, as often is the case in experimental studies, the Nuc 
is defined in terms of the midheight (or approximately 
average) wall temperature, the above development yields 

Nu0^|" q " | -^=VRaV12 = 0.289 VRp (15) 
L 1 w,L/2 ~ l o J K 

Nusselt Number—Asymmetric, Isoflux Plates. When the 
vertical channel under consideration is formed by an insulated 
plate on one side, the vertical temperature gradient in the fluid 
is half that indicated in equation (9). Modifying the above 
development to reflect this change, and proceeding as before, 
the limiting channel Nusselt number based on the maximum 
wall temperature is found to equal 

' (16) Nu„ = VRa "/24 = 0.204 
in agreement with [9]. Alternately, the nu0 based on the 
midheight temperature is expressible as 

(17) Nu0 = VRa "/6 = 0.41 VRa~" 

Composite Relations for Air Cooling 

Introduction. When a function is known to vary smoothly 
between two limiting expressions which are themselves well 
defined and when solutions for intermediate values of the 
function are either difficult to obtain or involve other 
tabulated functions, an approximate composite relation can 
be obtained by appropriately summing the two limiting ex
pressions. Churchill and Usagi [12] have suggested that the 
frequently employed linear superposition be viewed as a 
special case of a more general summation of the form 

y=[(Azp)" + (Bzq)"]Wn (18) 

where 

5 

N u o 0.2 

00.2 
-a /§ 

FIJLLY DEVELOP 

i i i ™~<s%B< 
i i j f c 

LNu0=[576/(R<l'),!+2.873/>rRa' fUz 

ED LIMIT 

Nuihtyk t 

Ra'a/>zCpg0b4/MliL. 

10'2 5 I0°Z 5 10'2 5 IOzZ 5 I0 3 2 5 I0<2 5 I05 

Ra' 
Fig. 2 Nu variation for symmetric isothermal plates 

y-Az" 
y-Bzq 

n> 0 
n< 0 

as z—0 
as z^oo 

if P<Q 

if P>Q 
For the natural convection problem under consideration, 

the Nu0 variation takes the form of C, Ra' or C2 VRa" for 
small values of the gap Rayleigh number and for the large 
Rayleigh number increases towards the isolated plate limit 
where, in laminar flow 

NuL=C3(Ra)1/4 

for an isothermal surface, and 
= C4(Ra*)1/5 (19) 

for an isoflux surface. Multiplying both sides of equation (19) 
by b/L, this isolated plate relation can be converted to a 
relation between the channel Nusselt number, hb/k, and the 
channel Rayleigh number, Ra' and Ra", for isothermal and 
isoflux plates, respectively. 

Applying equation (18) to natural convection in channels, it 
might thus be anticipated that the Nu0 would vary according 
to 

Nu0 = [(C, R a ' ) - " + ( C 3 VRa7)""]-1 / n 

for isothermal plates, and 

Nu0 = [C2 VRa7') -" + (C4 Via7 ' ) ""]"Un (20) 
for isoflux plates. 

The correct, or most nearly correct, value of the correlating 
exponent, n, can be evaluated by comparing equation (20) 
with experimental data or computed values of Nu0. 

Symmetric, Isothermal Plates. As noted previously, Nu 
for laminar free convection on isothermal surfaces is 
dependent on (Ra')1/4 and configurational variations are 
generally reflected in different values of the coefficient, C3. 
For moderately short vertical plates in air and 104 < Ra < 
109, McAdams [13] reports C3 to equal 0.59. This expression, 
together with the fully developed Nu0 relation (equation (8)), 
can be inserted into equation (20) to yield 

! [(iRa') " + (°-59 4 V ^ ) ""] ' " (21) Nu„ 
,24' 

The Elenbaas [4] correlation for this same thermal con
figuration takes the form 

N u 0 = ~ R a ' [ l - e " 3 5 / R a ' ] 3 / 4 (22) 

Following the correlating procedure described by Churchill 
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and Usagi [12], the correlating exponent, n, is found to equal 
approximately 2, yielding a composite relation for two 
isothermal surfaces as 

Nu0 = (576/(Ra')2+2.873/Via7)-1/2 (23) 
The close proximity of the Elenbaas data points to the 
composite relation, and the asymptotic equations at both 
limits, indicated in Fig. 2, serves to validate this approach. 

Asymmetric, Isothermal Plates. For vertical channels 
formed by an isothermal plate and an insulated plate, the 
asymptotic limits were previously shown to be Nu0 = Ra'/12 
for Ra' - 0 and Nu0 = 0.59 Ra1/4 for Ra' - oo. Inserting 
these limiting expressions into equation (20) and assuming 
that despite channel asymmetry the symmetric correlating 
exponent n = 2 applies to this configuration as well, the 
composite relation for asymmetric isothermal plates is found 
to be 

Nu0 = [144/(Ra')2 +2.873/ (24) 

Comparison of equation (24) with the limited data of 
Nakamura et al. [14] reported in [10] and the numerical 
solution of Miyatake and Fujii [10], as in Fig. 3, shows 
equation (24) to offer near-excellent agreement with the data 
and to improve somewhat on the predictive accuracy of the 
numerical solution in the region where Nu„ displays the ef
fects of both fully developed and developing flow. Figure 3 
and equation (24) also reveal the Nu0 from the thermally 
active surface in an asymmetric channel to be higher than 
from a comparable surface in a symmetric configuration, for 
a fixed channel width or Rayleigh number, at low values of 
Ra'. 

Symmetric, Isoflux Plates. Natural convection heat 
transfer from an isolated, uniform heat flux, vertical plate is 
generally correctable in the form 

Nux = C4(Ra*)' (25) 

While theoretically C4 for air has been shown to equal 0.519 
[15], the empirical large-spacing asymptote for channel heat 
transfer is generally higher [6, 8, 9], yielding 

Nuo=0.73(Ra")1/5 (26) 
for Nu0 based on the midheight temperature difference or 
Nu0 = 0.63(Ra")1/5 when the maximum channel wall to inlet 
air temperature difference is used. 

Much of the available Nu data for channels formed by 
isoflux plates is presented in terms of the temperature dif
ference between the wall, at the channel midheight, and the 
inlet air, e.g., [6, 8]. Superposing the two relevant asymp
totes, equations (15) and (26), the composite Nu relation 
appropriate to this definition is found as 

Nu0,L/2 = ((12/Ra")+ 1.88/(Ra")° -0.5 (27) 

Comparison in Fig. 4 of equation (27) with typical data of 
Sobel et al. [6] and the results of the Engel and Mueller 
numerical calculation presented in [8] reveals the composite 
isoflux relation to have a high predictive accuracy and no 
further adjustment of the correlating exponent appears to be 
necessary. The larger than anticipated Nu values at the low 
Ra" data points of Sobel et al. [6] may be explained by 
unaccounted-for radiation and conduction losses at the 
channel exit, as noted by the authors. 

In a recent study [17], both direct temperature 
measurements and analysis of interferograms were used to 
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determine the empirical variation of the heat transfer rate for 
the symmetric, isoflux, air-cooled channel. The results were 
reported in terms of Nu based on the temperature difference 
at x—L and are compared in Fig. 5 with the composite Nu 
relation, equation (28), based on the same definition. 
Examination of Fig. 5 reveals the predicted values to lie within 
the experimental error band (Nu ± 5 percent, Ra ± 16 
percent) of the data for all but the lowest values of Ra ". 

Nu0,L = |(48/Ra") + 2.51/(Ra")0-4)-0-5 (28) 

Asymmetric, Isoflux Plates. When a vertical channel is 
formed by a single isoflux plate and an insulated plate, the 
desired composite relation for Nu, based on the midheight 
temperature difference, can be found by appropriately 
combining equations (17) and (27) (with n = 2) to yield 

Nu0 , i / 2 = {6/Ra" + 1.88/(Ra")0-4) "1 / 2 (29) 

Optimum Plate Spacing 

The composite relations derived in the previous section can 
be used to predict the value of the heat transfer coefficient for 
each of the four thermal configurations examined. No less 
important, however, is their potential use in optimizing the 
spacing between vertical, heat-dissipating plates when two-
dimensional flow can be assumed to prevail. 

Symmetric, Isothermal Plates. The total heat transfer rate 
from an array of vertical plates, QT, is given by 

QT=(2LSAT0)(m)(Nxiok/b) (30) 

where m, the number of plates, equals W/(b + d), b equals 
the spacing between adjacent plates, and d is the thickness of 
each plate. 

Examination of Fig. 2 shows that the rate of heat transfer, 
from each plate decreases as plate spacing is reduced. Since 
the total number of plates or total plate surface area increases 
with reduced spacing, QT may be maximized by finding the 
plate spacing at which the product of total plate surface area 
and local heat transfer coefficient is maximum. Based on his 
experimental results, Elenbaas determined that this optimum 
spacing for negligibly thick plates could be obtained by setting 
Ra ' 0pt = 46 yielding a Nu0 of 1.2 [4]. 

Using equation (23) to determine Nu0 and dividing both 
sides of equation (30) by the product of total fin area, tem
perature difference, thermal conductivity, and width of the 
base area, yields 

(QT/2LSWAT0k) = (b + d) -lb-l(516/P2bs 

+ 2.873/P05*2)-0-5 (31) 

where 

PmCpipfgPATo/pkL 

Differentiating equation (31) with respect to b, setting the 
derivative to zero and cancelling common terms leads to 

- (b + d) " ' -b-1 + y (576/P2*8 +2.873/P°-562)- ' 

(8 • 576/.P2 b9 + 2 • 2.873/P0 5 b3) = 0 (32) 

Following additional algebraic operations, equation (32) is 
found to reduce to 

(26+ 3c?-0.005 P1567)0pi =0 (33) 

Solution of equation (33) should now yield the value of b 
which maximizes QT, i.e., the bopl value. 

In general, bm is seen to be a function of both the plate/air 
parameter, P, and the plate thickness, d, but for negligibly 
thick plates 

6opt=2.714//>1/4 (34) 

This result exceeds the Elenbaas optimum spacing by only 4 
percent and yields optimum values of channel Rayleigh and 
Nusselt numbers of 54.3 and 1.31, respectively. 

In electronic cooling applications, it is often of interest to 
maximize the rate of heat transfer from individual plates or 
component carrying, printed circuit boards. This can be 
achieved by spacing the plates in such a manner that the 
isolated plate Nu prevails along the surface. To achieve this 
aim precisely requires an infinite plate spacing, but setting Nu 
(via equation (23)) equal to 0.99 of the isolated plate value 
yields Ra ' = 463 and bmm equal to 4.64/P174. This result is in 
general agreement with [18] where the identically defined 
maximum plate spacing was determined to occur at Ra ' 
approximately greater than 600. It is perhaps of interest to 
note that at Ra ' = 600, the composite Nu is found to reach 
0.993 of the isolated plate value. 

As might have been anticipated, the bmax spacing can be 
shown to correspond to approximately twice the boundary 
layer thickness along each surface at the channel exit, i.e, x = 
L. By comparison 6opt corresponds to nearly 1.2 boundary 
layer thicknesses a tx = L. 

Asymmetric, Isothermal Plates. In analyzing the 
asymmetric, isothermal configuration, equation (31) can 
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Condition 

Isothermal plates 
Symmetric 

Asymmetric 

Table 1 Summary of heat transfer relations for vertical natural convection arrays 

Nu„ = 

Heat transfer rate 

576 2.873 

Nu, - [ 

( R a T VRa"7 J 

144 2.873 ^ -°-5 

+ (RaT VRl '] 

Optimum spacing" Optimum Nu0" 

(Nu0)opt = 1.31 

(Nuo)opt = 1.04 

Isoflux plates* 
Symmetric 

Asymmetric 

T 12 1.88 "1 

Nu 0 , i / 2 =[— + (^^J 

L Ra^ + (Ra^T3 J o.L/2 ' 

"For negligibly thick plates 
* Based on the plate temperature at x=L/2 

(NuoX/2)opt=0.62. 

(Nuo,L/2)opt=0.49 

again be used to calculate the total heat transfer from a given 
base area and to determine the optimum spacing between 
plates when m, the number of thermally active plates, is now 
set equal to W/2(b + d). Proceeding as before, the governing 
relation for the optimum spacing is found to be 

(2b + 3d-0.02PL5b7)opt=0 (35) 

For negligibly thick plates, bopi is then given by 

bm=2A54/P1'* (36) 

At this optimum spacing, Ra'o p t = 21.5 and Nuopl = 1.04. 
To maximize the heat transfer rate from each individual, 

thermally active plate, it is again desirable to set the plate 
spacing such that fully developed flow does not develop in the 
channel and that, as a consequence, the isolated plate Nu limit 
is attained along the entire surface. Calculating via equation 
(24), Ra'm a x at the 0.99 limit is found to equal approximately 
184and6max = 3.68/P1M. 

Symmetric, Isoflux Plates. When the boundary con
ditions along the surfaces of the parallel plates are identically 
or approximately equal to uniform heat flux, total heat 
transfer from the array can be maximized simply by allowing 
the number of plates to increase without limit. In most electric 
cooling applications, however, the plate, printed circuit 
board, or component surface must be maintained below a 
critical temperature and, as a consequence, plate spacing and 
Nu0 values cannot be allowed to deteriorate to very small 
values. 

Recalling the Nu0 definition of equation (15) and rewriting 
equation (29), the relationship between the midheight tem
perature difference and the other parameters is found to be 
expressible as 

A77./2 = 
q"b\ 12 

+ • 
1.88 

Ra" Ra" 
(37) 

Thus, when both the surface heat flux and the allowable 
temperature difference are specified, equation (37) can be 
used to solve for the requisite interplate spacing. 

Alternately, when only the heat flux is specified, it is of 
interest to determine the plate spacing yielding the lowest 
possible surface temperature. This condition corresponds to a 
spacing which is sufficiently large to avoid boundary layer 
interference and, by the method previously described, is 
found to occur at Ra" equal approximately to 17000 and &max 

= 1.02R-°-2. 
In distinction to the bm3X value and the plate spacing ob

tained via equation (37), the optimum b value for an array of 
isoflux plates an be defined to yield the maximum volumetric 
(or prime area) heat dissipation rate per unit temperature 
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Fig. 6 Influence of grooves on the heat transfer coefficient from 
isothermal, parallel plates [20] 

difference. Thus, when equation (29) is used to evaluate Nu0 

in the equation (30) formulation of total array heat transfer, 
the optimizing equation for the symmetric, isoflux con
figuration takes the form 

d / QT 

db\2LSWATL/2k 

-!(<*+*»-'(£*- '••-£- '-)">• »8> 
where 

R=cpp
2g0q"/liLk1 

Following differentiation, the governing relation for bopl is 
found as 

/12 

(R1 

3.76ft4 36 

R° + i*) = 
R /opt 

0 (39) 

For negligibly thick plates, i.e., d = 0, the optimum isoflux 
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plate spacing is then found to equal 
bopl = 1.412 R-°-2 (40) 

The value of Ra"opt is thus 6.9 and NuoL/2 at the optimum 
spacing is found to equal 0.62. 

Asymmetric, Isoflux Plates. By analogy to the symmetric, 
isoflux configuration, the requisite plate spacing for specified 
values of q" and ATL/2 on the thermally active surface can be 
obtained by appropriate solution of equation (29). 

Similarly, equation (29) can be used to determine the lowest 
Ra" at which the prevailing Nu0 is indistinguishable from the 
isolated plate limit. This condition is found to occur at Ra" 
equal approximately to 5400 and to yield the plate spacing 
required to obtain the lowest surface temperature, ftmax, equal 
to5.58i?-°-2. 

Finally, when the relation governing the total heat 
dissipation of an array of alternating isoflux and insulated 
plates is differentiated relative to the plate spacing and the 
derivative set equal to zero, the optimum value of b for this 
configuration can be found by solving 

/ 6 , 3.76 64 18 \ 
i^b Ki~+-^d) =0 (41) 
\R R0A R /opt v ' 

For negligibly thick plates 
Z7opt = 1.169 i ? 0 2 (42) 

The optimum modified channel Rayleigh Number is thus 2.2, 
yielding a Nuo t / 2 of 0.49. 

Discussion 

The preceding has established an analytical, albeit ap
proximate, structure for determining the channel width, or 
spacing between surfaces forming a two-dimensional channel, 
appropriate to various thermal constraints for symmetric and 
asymmetric, isothermal, and isoflux boundary conditions. 
With the developed relations summarized in Table 1 and 
subject to the stated assumptions, it is thus possible to select 
the interplate spacing which will maximize heat transfer from 
the individual, thermally active surfaces or, alternately, 
choose the spacing which yields the maximum heat dissipation 
from the entire array. In the absence of a large body of 
verified experimental results, the agreement found between 
both the composite and optimum spacing relations for 
symmetric, isothermal plates, and the classic Elenbaas [4] 
data, serves to verify the credibility and engineering accuracy 
of the approach described herein. Several noteworthy features 
of the composite and optimizing relations are discussed 
below. 

Asymmetric Versus Symmetric Fully Developed 
Limit. Comparison of the derived relations for the fully 
developed Nu0 reveals the asymmetric value to exceed the 
symmetric value by a factor of two for isothermal surfaces 
and a factor of V2 for the isoflux condition. At first glance 
this experimentally verified result [9, 10] appears coun
terintuitive since the thicker thermal boundary layer in the 
asymmetrically heated channel (equal to the interplate 
spacing) could be expected to yield lower heat transfer* 
coefficients than encountered with the thinner boundary 
layers of the symmetrically heated configuration. While this 
assertion is correct for Nusselt numbers based on the local 
wall-to-fluid temperature difference, it must be recalled that 
the Nu0 is defined in such a way as to include the temperature 
rise in the convecting air. As a result, Nu0 can be expected to 
reflect the "helpful" influence of reduced heat addition in the 
asymmetric case and to yield the observed higher values. 

Asymmetric Versus Symmetric Optimum Arrays. The 
higher Nu0 to be expected in asymmetric configurations has 
led some thermal designers to suggest that whenever possible 

this configuration be preferred over a symmetric distribution 
of the heat dissipation on the array of parallel plates. 
Examination of the results for both maximum and optimum 
plate spacing reveals the error inherent in such an approach. 

For isothermal plates bmia was found to equal 4.64 p 0 - 2 5 

in the symmetric configuration and 3.68 p-a-25 in the 
asymmetric configuration. Similarly, 6max equals 7.02 R~0-2 

for symmetric, isoflux plates and 5.58 R "°-2 when the channel 
is formed by an isoflux plate and an adiabatic plate. Since the 
plate spacing required for maximum heat transfer from each 
surface in the asymmetric configuration is thus substantially 
greater than 50 percent of the symmetric value, the total 
dissipation of an asymmetric array subject to the same 
constraints must fall below the heat dissipation capability of a 
symmetric array. 

It can be shown that, for a given array base area or volume, 
an optimum array of negligibly thick isothermal plates 
alternating with insulated plates cannot dissipate more than 
63 percent of the heat dissipated by an optimum array of 
isothermal plates. This finding is reenforced by the results 
obtained by Aung [16], which indicate that thermal asym
metry reduces total heat dissipation to approximately 65 
percent of the comparable symmetric configuration when 
every second plate is at the ambient temperaure. 

Use of the derived optimum spacing and optimum Nu0 
values for symmetric and asymmetric isoflux channels yields a 
nearly identical reduction in total heat dissipation for the 
asymmetric configuration as encountered in isothermal 
plates. 

Three-Dimensional Flow and Geometric Effects. In the 
present development of design equations for the spacing 
between isothermal and isoflux plates no attempt has been 
made to address the influence of three-dimensional flow, i.e., 
side in-flow or lateral edge effects, on the anticipated Nu0 
values nor on the recommended optimum spacings. Clearly 
such effects can be anticipated to become progressively 
greater as the ratio of interplate spacings to channel height is 
reduced. In [19] the lateral edge effects for 7.6 cm square 
plates were found to be of no consequence for Ra' values 
greater than 10 but to produce deviations of up to 30 percent 
or more in the equivalent NuD when Ra' was below 4. Fur
thermore, for larger square plates (15.2 x 15.2 cm) the two-
dimensional theory has been found to apply for all Ra' values 
greater than 2 [20]. Consequently, while the asymptotic 
approach of the Elenbaas data [4] to the analytical, two-
dimensional, fully developed flow limit—as shown in Fig. 
2—may be fortuitous there is little likelihood of three-
dimensional flow effects in the Ra' region corresponding to 
the optimum and maximum interplate spacings derived. 

While smooth plates may serve as a convenient idealization 
for component-carrying, Printed Circuit Boards (PCB's), in 
reality such PCB's are better represented by plates with both 
horizontal and vertical grooves. This configuration was 
studied in [20] where heat transfer coefficients from two 
dimensional, grooved, parallel plates were found to exceed 
the smooth plate values at small interplate spacings and to 
equal the smooth plate values for spacings appropriate to the 
isolated plate limit. As shown in Fig. 6, the enhancement of 
the heat transfer rate for small spacings appears to be 
dependent on the groove geometry. 

Summation 

The complexity of heat dissipation in vertical parallel plate 
arrays encountered in electronic cooling applications 
frequently dissuade thermal analysts and designers from 
attempting an even first-order analysis of anticipated tem
perature profiles and little theoretical effort is devoted to 
thermal optimization of the relevant packaging con-
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figurations. The foregoing has aimed at establishing an 
analytical structure for such analyses while presenting and 
verifying useful relations for heat distribution patterns 
identical to or approaching isothermal or isoflux boundary 
conditions. 
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Enhancement of Natural 
Conwection Heat Transfer From A 
Horizontal Cylinder Due to Vertical 
Shrouding Surfaces 
A comprehensive experimental study has been performed to determine the natural 
convection heat transfer characteristics of a heated horizontal cylinder situated in a 
vertical channel in air. Fifteen different channel configurations were employed, 
encompassing a wide range of channel heights and ofspacings between the channel 
walls. Shroud walls having various thermal characteristics (highly conducting, 
highly conducting/rear insulated, and insulating) were used to form the channel. 
For each configuration, the cylinder Rayleigh number ranged from 1.5 x 104 to 2 
x 105. It was found that a cylinder situated in a channel experiences enhanced 
natural convection heat transfer compared with a cylinder situated in unbounded 
space. Enhancements of up to 40 percent were encountered for the parameter ranges 
of the experiments. The enhancement is accentuated as the interwall spacing is 
decreased and as the channel height is increased. There is no enhancement for in
terwall spacings of 10 diameters or more. It was also found that the Nusselt number 
was quite insensitive to the various types of shroud walls employed. Measured 
temperature distributions along the shroud walls displayed different degrees of 
uniformity depending on whether the wall was conducting or insulating. 

Introduction 

The natural convection heat transfer characteristics of a 
single horizontal cylinder situated in an essentially unbounded 
domain have been extensively investigated, as witnessed by 
the lengthy compilation of experimental work set forth in [1]. 
However, very little information is available for natural 
convection heat transfer at a horizontal cylinder positioned 
between walls which form a vertical channel. The paucity of 
information is surprising considering the many applications 
of shrouded horizontal cylinders in natural convection. For 
example, in a commonly encountered radiator used for space 
heating, a horizontal tube (or tubes) is situated between a wall 
and a protective vertical shroud, with openings at the top and 
bottom to permit the passage of air through the vertical 
channel. Furthermore, cylindrical components which are 
cooled by natural convection (e.g., computer components) are 
often located between vertical walls. 

The work described here is a results-oriented study of 
natural convection from a horizontal cylinder symmetrically 
situated between a pair of unheated vertical walls, hereafter 
referred to as the shrouds. The two shrouds, plus a pair of 
passive endwalls, formed a flow channel with an open top and 
bottom, as can be seen in Fig. 1, which is a schematic diagram 
of the physical situation being investigated. The shroud 
height, H, and the spacing, S, between the shrouds were 
varied systematically throughout the experiments, with the 
results that 15 different flow channel geometries were in^ 
vestigated. In all the experiments, the cylinder was positioned 
at the channel midheight. The experiments were performed in 
air. 

Another special feature of the research was the various 
types of shroud walls that were employed, representing 
different thermal boundary conditions. In one case, the 

shrouds were highly conducting metal plates backed by in
sulation, whereas in the second case the metal plates were 
uninsulated. In the third investigated case, the shrouds 
consisted entirely of insulation. For all cases, the shroud 
surfaces which bounded the flow channel had radiation 
properties close to those of a blackbody. Thermocouples were 
installed in the various shroud walls to measure the tem
perature at the surface of the channel. 

For each of the flow channel geometries and shroud-wall 
thermal boundary conditions, experiments were performed 
over the Rayleigh number range between 1.5 x 104 and 2 x 
105. An additional set of experiments was carried out over the 
same range for the case of the classical unshrouded horizontal 
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Fig. 1 Schematic diagram of a horizontal cylinder situated in a ver
tical channel 
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cylinder in order to enable comparisons with the literature and 
to provide baseline results for the shrouded-cylinder results. 

The nature of the natural convection flow in the shrouded 
case differs fundamentally from that for the classical 
horizontal cylinder in an unbounded domain. In the latter, the 
driving force for the flow is the difference between the am
bient fluid density and the density of the fluid in the boundary 
layer at a given horizontal plane. A heated cylinder creates a 
density deficit relative to the ambient. The less dense fluid 
rises and is replaced by fluid which flows from the ambient 
into the boundary layer, with the replacement fluid being 
drawn both from the sides and from below the cylinder. 

For the shrouded cylinder case, the fluid flow is induced by 
a mismatch between the hydrostatic pressure variations which 
occur inside and outside the flow channel. Outside the 
channel, there exists a hydrostatic pressure drop between the 
bottom and the top. Inside the channel, the heated cylinder 
causes the fluid density to be lower than that of the fluid 
outside the channel. Consequently, the integrated bottom to 
top hydrostatic pressure drop inside the channel is less than 
the external hydrostatic drop. Thus, if there were no flow in 
the channel, the static pressure at the exit would exceed that of 
the adjacent ambient. Such a pressure imbalance would in
duce an outflow from the channel exit, and continuity 
demands a corresponding inflow at the bottom. The 
magnitude of the velocity is such that the sum of the motion-
related pressure drops and the internal hydrostatic drop 
equals the external hydrostatic drop. 

The fluid passing upward through the channel and ap
proaching the cylinder from below appears, from the stand
point of the cylinder, similar to a forced convection flow. The 
resulting boundary layer on the cylinder surface is therefore 
expected to be somewhat thinner than that for the unshrouded 
cylinder, with a consequent increase in the natural convection 
heat transfer. 

The only prior experimental work on the shrouded 
horizontal cylinder appears to be that of [2], However, since 
the data reported there for air were confined to Ra < 4 x 
103, which is well below the present range Ra > 1.5 x 104,no 
direct comparisons can be made. Furthermore, the apparatus 
of [2] appears to have been underinstrumented (one ther
mocouple on the cylinder and no shroud thermocouples). No 
mention was made of an accounting of thermal radiation, nor 
was the effect of the shroud-wall thermal properties in
vestigated. A numerical solution for the shrouded cylinder 
was recently published in [3], but the boundary conditions at 
the exit of the channel were chosen from the standpoint of 
computational feasibility and do not necessarily reflect 
reality. In view of this, the results have to be regarded as 
possessing some degree of uncertainty. References [2] and [3] 
will be revisited for comparison purposes later in the paper. 

Experimental Apparatus and Procedure 

The main components of the experimental apparatus in
clude the electrically heated horizontal cylinder, three sets of 
channel walls, structural elements which serve to support and 
position the cylinder and the shrouds, and instrumentation. 

Also of significance to the attainment of results of high ac
curacy is the fully isolated laboratory room which provided an 
ideal ambient for natural convection studies. 

Horizontal Cylinder. The cylinder was of aluminum, with 
an outside surface that had been polished to a mirror finish 
(i.e., highly polished from the standpoint of radiative 
properties). The finished outer diameter, D, was 3.787 cm, 
and its length, L, was equal to 20D. With the precautions 
taken to avoid end effects (to be discussed later), the 20:1 L/D 
ratio is believed to be a close approximation to the infinite 
cylinder situation. The relatively thick wall of the cylinder 
(0.635 cm) aided the attainment of the desired uniform 
surface temperature boundary condition. Heating was ac
complished by a specially fabricated, uniformly wound brass 
heater core situated in the bore of the cylinder. 

Temperatures were measured at seven points on the surface 
of the cylinder by fine gage (0.0127-cm dia), specially 
calibrated iron-constantan thermocouples. The thermocouple 
junctions were situated 0.05 cm beneath the surface, and the 
lead wires were led radially inward through the walls of the 
cylinder and the heater core, emerging in the hollow bore of 
the core and being drawn out to one end. 

The cylinder was supported at each end by a horizontal, 
fingerlike plexiglass rod which was inserted into the bore of 
the cylinder. Point contact between the rod and the surface of 
the bore was achieved by shaping the end of the rod to leave 
an up-pointing pyramidal protrusion on which the cylinder 
rested. This type of support, particularly the point contact, 
and the use of a nonmetallic structural member provided a 
significant defense against extraneous heat conduction. An 
additional defense at each end was provided by a layer of 
fiberglass insulation which shrouded the end face of the 
cylinder wall. Each of the aforementioned plexiglass rods was 
attached to a support structure which was situated outside the 
flow channel and which enabled the elevation of the cylinder 
above the floor of the laboratory to be varied in a controlled, 
continuous manner. 

Flow Channel. As noted earlier, three different types of 
wall systems were employed for the flow channel. Since the 
endwalls (Fig. 1) merely served as closures, they were made 
the same for all the wall systems. Each endwall consisted of a 
facing of wrinkle-free, smoothly stretched brown kraft paper 
backed by fiberglass insulation. A leak-free seal between the 
endwalls and the shrouds was achieved by tape. 

The three types of shrouds employed in the experiments will 
be designated as I, II, and III and have the following general 
characteristics: 

I Highly conducting metallic wall heavily insulated at the 
rear 

II Highly conducting metallic wall without insulation 
III Insulating wall 

For the Type I shroud, the metallic wall was a 0.635-cm 
thick aluminum plate whose flatness was ensured by sections 
of angle iron bolted to its rear face. The insulation that 
backed the metal plate consisted of two layers—5.08 cm of 

Nomenclature 

A = cylinder surface area Nu 
D = cylinder diameter P 
g = acceleration of gravity Pr 

H = shroud height Qc 
h = convective heat transfer 

coefficient Qcond 
k = thermal conductivity Qrad 
L = length of cylinder and Ra 

shroud 

Nusselt number, hD/k 
electric power 
Prandtl number 
convective heat transfer at 
cylinder 
conduction heat loss 
radiation heat loss 
Rayleigh number, {g/3(T„-
rm)£)3/c2)Pr 

Ts = shroud surface temperature 
T„ = cylinder surface temperature 
T„ - ambient air temperature 

i8 = thermal expansion coef
ficient 

e = emissivity of cylinder 
surface 

v = kinematic viscosity 
a = Stefan-Boltzmann constant 
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extruded, closed-pore polystyrene (notched to accommodate 
the angle iron sections) and an 8.9-cm batt of fiberglass. 

The Type II shroud is simply the Type I shroud without the 
backing insulation, so that the backside of the aluminum plate 
was exposed to the ambient air. Out of concern about the 
possible role of the angle iron sections as fins, experiments 
were performed both with and without the sections. 

The Type III shroud was an assembly of two layers of 
insulation. In designing this shroud, it was necessary to 
employ a structurally rigid flat-faced material to serve as the 
bounding surface of the flow channel. A slab of extruded, 
closed-pore polystyrene, especially selected for flatness and 
reinforced at the rear with sections of aluminum C-channel, 
fulfilled these criteria. The 5.08-cm thickness of the available 
polystyrene did not provide the desired thermal resistance and 
it was, therefore, backed by 8.9 cm of fiberglass. It may be 
noted that the thermal resistance for heat flow between the 
bounding surface of the channel and ambient was identical 
for the Type I and III shrouds. 

To provide identical radiation properties and 
hydrodynamic smoothness for all of the shroud surfaces 
which bounded the flow channel, these surfaces were covered 
with white, self-adhering, plasticized, contact paper 
(thickness equal to 0.006 cm). In auxiliary experiments, the 
emissivity of the contact paper was measured to be 0.855. This 
emissivity value is representative of a broad class of surfaces 
including painted surfaces and those of nonmetallic structural 
materials in general. 

The shrouds, while not directly heated, receive heat from 
the cylinder via two paths. One of these is by radiation and the 
other is by convection from the air which had been heated as it 
passed over the cylinder. Neither the Type I nor Type III 
shrouds permit the thus-received heat to be lost to the ambient 
because of their thick insulation layers. In the case of the Type 
I shroud, the highly conducting surface plate tends to spread 
the heat along the surface, thereby smoothing possible 
temperature nonuniformities associated with the spatially 
nonuniform heating of the shroud. On the other hand, for the 
Type III shroud, there will be little spreading of the heat along 
the surface, and localized temperature nonuniformities may 
well occur. For the Type II shroud, the tendency toward 
surface temperature uniformity will be coupled with a ten
dency toward a lower temperature level due to possible heat 
losses to the ambient at the rear of the shroud. 

For each type of shroud and for each shroud height, H(Fig. 
1), two identical shroud walls were fabricated to serve as the 
principal bounding surfaces of the flow channel. Three 
shroud heights were employed during the course of the 
research: respectively, HID = 5, 10, and 20. Also, to provide 
information about the shroud temperature distribution, each 
shroud wall was equipped with six thermocouples, the 
locations of which will be evident from the plotted results. 

The shrouds were suspended from a frame by braided nylon 
line, and similar nylon line attached tc the lower ends of the 
shroud was used in fixing the vertical alignment of the shroud 
surface which bounded the flow channel. The use of the nylon 
line, in contrast to rigid structural materials, was a precaution 
taken to avoid extraneous heat losses. Five inter wall spacings, 
SID = 1.5, 2, 3, 6, and 10, were employed for each shroud 
height. The settings were established with the aid of feeler 
gages for the small spacings and a machinists scale for the 
larger spacings. 

For all of the experiments, the cylinder was positioned 
midway between the shroud walls and at the midheight of the 
shroud. The minimum clearance between the channel inlet 
and the laboratory floor was about 75 cm. 

Instrumentation, Ambient, and Procedure. In addition to 
the aforementioned thermocouples used for the heated 
cylinder and the shroud, the ambient temperature was 

measured by three shielded thermocouples affixed to the 
support frame and deployed vertically over a height equal to 
that of the shroud. Power was supplied to the heater core by a 
regulated a-c source. The current flow through the core was 
measured in terms of the voltage drop across a calibrated 
shunt, while the core voltage drop measurement was made 
between fine-gage tap wires attached to the respective ends of 
the heater wire. 

All instrumentation was situated in a service area adjacent 
to the laboratory in which the experiments were performed. 
The laboratory possessed various features which made it ideal 
for natural convection experiments. It is situated in a 
basement, away from any exterior walls, and is literally a 
room within a room. The walls, ceiling, and floor are in
sulated with a 46-cm-thick layer of cork, while the door is a 
15-cm-thick composite polystyrene slab. Neither vents, grilles, 
nor heating/cooling conduits pass through the walls. The 
volume of the room is approximately 70 m3, and it contains 
various objects whose total heat capacity is large. The 
combination of thermal isolation and large heat capacity 
makes for excellent thermal stability and minimal 
stratification. 

In executing the experiments, it was found convenient to fix 
the channel height, HID, and to systematically vary the in
ter wall spacing, S/D. At each inter wall spacing, data were 
collected at five Rayleigh numbers in the range from 1.5-2 x 
104 to 2 x 105, the variation being accomplished by varying 
the power input to the cylinder. For each data run, 6-8 hrs 
were allowed for the attainment of equilibrium prior to the 
collection of the data. 

Data Reduction 

The objectives of the data reduction were to evaluate the 
cylinder Nusselt and Rayleigh numbers from the experimental 
data. For the Nusselt number 

nu = hD/k, h = Qc/A(Tw-T„) (1) 
where Qc is the rate of convective heat transfer at the cylinder, 
T„ and Tw are, respectively, the ambient temperature and the 
cylinder wall temperature, and A is the surface area of the 
cylinder. For Tm, the readings of the three ambient ther
mocouples were averaged, the typical variation among them 
being on the order of 0.2 percent of (Tw - Ta). With regard to 
T„, the typical variations among the seven cylinder surface 
thermocouples were about 2Vi percent (maximum to 
minimum) relative to (Tw — T^). The measured temperatures 
were fit with a quadratic polynomial in the axial coordinate 
along the cylinder, and the polynomial was integrated to yield 
the average value of Tw which was used as input to equation 
(1). The overall range of (Tw — Ta) extended from 3.5 to 
55°C. 

The cylinder convection, Qc, was evaluated from the 
electric power, P, with account being taken of radiation and 
conduction, Qrad and £)cond, respectively 

Qc ^ - G r a d - G o o n d (2) 

The conduction loss from the ends of the cylinder through the 
fiberglass insulation barrier was estimated and found to be 
negligible, so that Qconi - 0 in equation (2). 

For the evaluation of Qrad, first suppose that the bounding 
walls of the flow channel are at a temperature equal to the 
ambient temperature, T„. For that case 

Qrad = eoA(Tw*-Tv*) (3) 
With e = 0.05 (highly polished aluminum), the values of £>rad 
from equation (3) ranged from about 5 Vi to 7 Vi percent of the 
power input. The measured shroud surface temperatures 
were, indeed, very close to T„. Only in the case of the smallest 
interwall spacing (S/D = 1.5) for the Type III shrouds (in
sulating wall) was there a local hot spot where the shroud 
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Fig. 2 Effect of interwall spacing on the cylinder Nusselt number for 
various fixed channel heights 

temperature rise above ambient was about 15 percent of 
(Tw — T^). If an upper-bound estimate of the effect of this 
temperature rise is made, it is found that the aforementioned 
percentages for Qnd are reduced by about 1 percent. Since this 
slight change in Qrad is an overestimation and since there is 
virtually no change for almost all of the investigated cases, 
equation (3) was employed for the evaluation of Qrad. 

With h and Nu thus obtained, the Rayleigh number is next 
determined from 

Ra=[gl3(Tw-Ta>)D1/u2]PT (4) 
The thermophysical properties appearing in the Rayleigh and 
Nusselt numbers were evaluated at the film temperature 
Vi(Tw + T„), except for /3 which was evaluated as \/T„. 

Results and Discussion 

As a prelude to the results for the shrouded cylinder, the 
case of the unshrouded cylinder will first be considered. The 
present data for the unshrouded cylinder spanned the range of 
Rayleigh number from 2 x 104 to 2 x 105 and are very well 
correlated by 

Nu = 0.605Ra0225 (5) 
with a data scatter of less than 1 Vi percent. With regard to 
literature comparisons, the finite difference solutions of [4] 
yielded a Nusselt number value at Ra = 105 which agrees 
remarkably well with equation (5)—to better than 1 percent. 

The most recent and encompassing literature correlations 
of experimental data for unshrouded horizontal cylinders are 
those of [1] and [5]. In the latter, a single algebraic equation is 
used to correlate Nusselt number data which span a Rayleigh 
number range of 1015. Such a single-equation representation 
affords convenience but tends to sacrifice accuracy and, in 
particular, in the present Rayleigh number range falls below 
the data on which it is based. In contrast, [1] offers several 
correlation equations, each specific to a given Rayleigh 
number range. For the present range, [1] gives 

Nu = 0.480Ra'/4 (6) 
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Fig. 3 Effect of channel height on the cylinder Nusselt number for 
fixed interwall spacings, SID - 1.5 and 2 
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Fig. 4 Effect of channel height on the cylinder Nusselt number for 
fixed interwall spacings, SID = 3,6, and 10 

from which equation (5) deviates by 2 to 7 percent—a level of 
agreement that is quite satisfactory. 

Shrouded-Cylinder Nusselt Numbers. Attention is next 
turned to the Nusselt number results for the shrouded 
cylinder. As will be documented later, for a given channel 
configuration (i.e., given HID and S/D), the various in
vestigated thermal boundary conditions at the shroud walls 
had only a very slight effect on the Nusselt number. In view of 
this, the presentation will begin by highlighting those 
parameters which markedly affect the results—namely, HID, 
S/D, and Ra, and Figs. 2-4 have been prepared for this 
purpose. To avoid crowding and overlap, the actual data 
points will be omitted from these figures. Rather, the data will 
be represented by least-squares lines of the form Nu = CRa". 
All of the data will be presented in later figures where there is 
less crowding, and there the excellence of the least-squares 
representations and the absence of scatter will be evident. 

In Fig. 2, the effect of variations of the interwall spacing, 
S/D, on the Nusselt number is shown for fixed channel 
heights, H/D, equal to 5, 10, and 20. The figure is subdivided 
into three graphs, with each graph corresponding to a fixed 
H/D. In each graph, the Nusselt number is plotted as a 
function of the Rayleigh number for parametric values of S/D 
ranging from a smallest value of 1.5 to a largest value (in
finity) which corresponds to the unshrouded cylinder. 

The most significant message of Fig. 2 is that the placement 
of a cylinder in a channel leads to enhanced heat transfer 

FEBRUARY 1984, Vol. 106/127 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



SHROUD 

1 1 l I l I I 

I 2 4 6 8 10 20 
Ra x I0~4 

Fig. 5 Effect of shroud thermal characteristics on the cylinder Nusselt 
number, HID = 20 

compared with the unshrouded cylinder. Furthermore, the 
enhancement can be appreciable—as large as 40 percent for 
the conditions investigated here. 

It is also evident from the figure that the enhancement is 
markedly affected by the interwall spacing, S/D. For the 
closest spacing, S/D = 1.5, the enhancement is about 40 
percent when H/D = 20, while for this same H/D but with 
S/D = 10, the enhancement is only about 2 percent. This 
trend whereby the enhancement increases with decreasing S/D 
remains in force for all the investigated channel heights, but 
the extent of the enhancement diminishes markedly as the 
height decreases. Thus, for a height H/D = 5, the maximum 
measured enhancement is only 11>percent. 

The aforementioned trend with S/D suggests that even 
greater enhancements might be attained at closer spacings, 
although the state of affairs corresponding to the blockage of 
the channel at S/D = 1 is uncertain. Experiments at spacings 
smaller than S/D = 1.5 were not attempted because depar
tures of the shroud surfaces from perfect flatness would have 
begun to introduce uncertainties in the size of the shroud-
cylinder gap. 

Further examination of the figure provides information 
about the largest value of S/D at which enhancement occurs 
relative to the unshrouded cylinder. For all the shroud heights 
investigated, it appears that there is no significant en
hancement for S/D > 10. 

Figures 3 and 4 display the Nusselt number results from an 
alternative perspective, namely, the effect of varying the 
channel height at a given interwall spacing. The results for 
S/D = 1.5 and 2 are presented in Fig. 3, while those for S/D 
= 3,6, and 10 are in Fig. 4. To accomplish the presentation 
of results for several S/D values in each figure, the Nusselt 
numbers for each S/D have been divided by a factor indicated 
in the respective figures. 

It is seen from Figs. 3 and 4 that, at a fixed S/D, an increase 
of channel height increases the cylinder Nusselt number. The 
extent of the increase is highly sensitive to S/D. Thus, at S/D 
= 1.5, the enhancement ranges from 11 to 40 percent as H/D 
varies from 5 to 20. In contrast, at S/D = 10, the enhance
ment varies from 0 to 2 percent over the same range of H/D. 
Indeed, at large S/D, the effect of a shroud height increase is 
of little significance. 

Figures 2-4, taken together, document the marked heat 
transfer enhancement attainable at small interwall spacings 
and with tall channel walls. This finding has immediate ap
plication to practice. For example, for a single unfinned 
baseboard heater, the required heat duty can be accomplished 

SHROUD 
D I 

Fig. 6 Effect of shroud thermal characteristics on the cylinder Nusselt 
number, HID = 10 
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Fig. 7 Effect of shroud thermal characteristics on the cylinder Nusselt 
number, HID = 5 

with a cylinder wall temperature that is lower when vertical 
shrouds are employed. The advantage of the lower operating 
temperature is that transmission line losses are diminished. 
Alternatively, enhancement attained as a result of shrouding a 
cylinder would yield higher heat transfer rates for the same 
cylinder temperature. 

The influence of the thermal characteristics of the different 
shroud types will now be examined, and Figs. 5-7 have been 
prepared for this purpose. Each figure corresponds to a fixed 
shroud height, respectively, H/D = 20, 10, and 5, and in each 
figure S/D appears as the curve parameter. To separate the 
results for the various S/D and thereby to avoid data point 
overlap, the Nusselt numbers for each S/D have been divided 
by a factor indicated in the respective figures. 

The data for the various shroud types are identified by the 
symbols listed at the upper left of each figure. In addition, the 
least-squares curve fits (i.e., the straight lines) already shown 
in Figs. 2-4 are included here to enable the assessment of the 
fidelity with which they represent the data. 

From an overview of Figs. 5-7, it is seen that the Nusselt 
numbers are remarkably insensitive to the thermal charac
teristics of the various shrouds. In general, the effect of the 
shroud type is in the 2 percent range. Even within this range, 
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Table 1 Values for C and n for the correlating equation, Nu 
= CRa" 

S/D 

1.5 
2 
3 
6 

10 
1.5 
2 
3 
6 

10 
1.5 
2 
3 
6 

10 

C 

0.722 
0.836 
0.801 
0.734 
0.587 
0.999 
0.853 
0.850 
0.668 
0.581 
0.892 
1.348 
0.890 
0.682 
0.603 

n 
0.218 
0.204 
0.206 
0.211 
0.228 
0.202 
0.206 
0.202 
0.219 
0.229 
0.221 
0.171 
0.203 
0.219 
0.227 

trends with respect to S/D and H/D can be identified. 
Specifically, the effect of shroud type diminishes with in
creasing interwall spacing and with decreasing channel height. 
In view of these characteristics, it was unnecessary to collect 
data for all three shroud types for all S/D. Thus, for a given 
channel height, starting with the smallest S/D and proceeding 
towards greater interwall spacings, note was taken of when 
the influence of the different shrouds became insignificant. 
Thereafter, at larger S/D, data were collected for only one of 
the shroud types. 

The least-squares straight lines appearing in Figs. 5-7 are 
seen to be excellent representations of the data. Table 1 lists 
the coefficient, C, and exponent, n, of the correlation 
equation Nu = CRa" for each of the investigated geometries. 
With the correlation equation and with the tabulation, 
crossplots can be prepared to obtain Nusselt numbers at S/D 
and HID values intermediate to those employed in the present 
experiments. 

Comparisons of the present results with [2] and [3] will now 
be considered. As noted earlier, the Nusselt number results of 
[2] for air were confined to Rayleigh numbers that are much 
lower than those employed here. Higher Rayleigh number 
data were obtained in [2] for liquid Freon in a closed con
tainer, specifically at Ra = 5 x 104 and 6 x 105, with the 
former falling in the present range. At that Rayleigh number, 
data were reported for a single shroud height H/D = 64, 
which is larger than the largest HID investigated here. 
Furthermore, at that H/D, the data for the three employed 
S/D values displayed "considerable scatter," so that trends 
cannot be identified with certainty. 

In [3], the Nusselt number is plotted as a function of S/D 
for parametric values of Ra, but H/D does not appear in the 
graph. At Ra = 105, the values of Nu from [3] are 8.6, 8.6, 
and 8.4, respectively for S/D — 2, 3, and 6. The insensitivity 
of these results to S/D is noteworthy but cannot be interpreted 
since no information is given about H/D. For comparison, 
the present Nu values corresponding to the aforementioned 
conditions and to H/D = 20 are 9.54, 9.20, and 8.55. 

Shroud Surface Temperature Distributions. 
Measurements of the shroud surface temperature distribption 
were made for all of the cases for which heat transfer results 
have been presented in Figs. 2-7. However, owing to space 
limitations, only a representative sample of the temperature 
distributions can be included here, and Figs. 8-10 have been 
prepared for this purpose. All of these figures correspond to 
the intermediate height channel, H/D = 10, and the suc
cessive figures convey results for the Types I, II, and III 
shrouds. The reported temperature measurements were made 
with thermocouples in contact with the face of the shroud 
which bounded the airflow. 

Each figure consists of two graphs, with that at the left 
being for low Rayleigh numbers (17,500-18,000) and that at 

the right for high Rayleigh numbers (-188,000). In each 
graph, the dimensionless shroud temperature distribution 
(Ts — Tm)/(TW — 7,

O0) is plotted against the dimensionless 
vertical coordinate, Z/H, where Z measures distances upward 
from the bottom of the shroud wail. The quantity, Ts, denotes 
the local shroud temperature, while T„ and T„ are, 
respectively, the cylinder and ambient temperatures. 

From an overview of the figures, it is seen that while the 
shapes of the temperature distributions are affected by the 
thermal characteristics of the specific shroud type, the shroud 
temperature rise (relative to ambient) is small compared with 
(Tw — T„). Indeed, aside from the closest interwall spacing 
S/D = 1.5, (TS-TX)/(.T„-T„) < 0.05. For the S/D = 1.5 
case, the largest value of (7,

J-7
,
0O)/(rM,-7,

0o) is 0.151, and 
this occurs for the Type III shroud; appreciably lower values 
prevail for the other shroud types. 

The temperature distributions for the Type III shroud (i.e., 
insulation wall) are the most nonuniform among those in
vestigated, which is to be expected since this shroud type is not 
very effective as a diffuser of heat. Another interesting 
feature of these temperature distributions is the occurrence of 
a maximum at a location in the upper portion of the shroud 
surface. The fact that the maximum does not occur abreast of 
the cylinder (i.e., at Z/H = 0.5) indicates that it is not the 
result of radiation from the cylinder to the shroud surface. 
Rather, the maximum is believed due to the convective 
heating of the shroud by air which had previously passed over 
the cylinder. The dropoff of the temperature beyond the 
maximum may be attributed to a wall-adjacent down/low of 
fluid drawn from the ambient into the top of the channel. This 
downflow was encountered in the numerical solutions of [3]. 

Both the Types I and II shrouds are faced with an 
aluminum plate, and as a consequence, their surface tem
perature distributions are quite uniform. It is also evident that 
the level of the temperature is somewhat lower for the Type II 
shroud than for the Type I shroud. The lower temperatures 
are due to the heat losses from the uninsulated rear surface of 
the Type II shrouds. 

The temperature distributions of Figs. 8-10 help to explain 
certain features of the Nusselt number results of Figs. 5-7. 
Very careful inspection of the latter figures indicates that 
within the very slight spread of the data for the three shrouds, 
the Nusselt numbers are arranged in the order III, I, II 
(highest to lowest). The temperature distributions of Figs. 
8-10 are also arranged in the same order. The higher shroud 
temperatures induce additional buoyancy over and above that 
induced by the heated cylinder, giving rise to a greater 
throughflow and a higher Nusselt number. 

The temperature distributions also show why the Nusselt 
numbers for the larger interwall spacings are uninfluenced by 
the thermal characteristics of the shrouds. For those spacings, 
the shroud temperatures are so close to ambient that the 
aforementioned supplementary buoyancy is virtually 
nonexistent, as are the backside heat losses. 

Concluding Remarks 

The research described here constitutes a results-oriented 
study of the effect of vertical shrouding surfaces on the heat 
transfer characteristics of a heated horizontal cylinder in air. 
Fifteen different channel configurations were investigated, 
encompassing heights ranging from 5 to 15 times the cylinder 
diameter and interwall spacings which ranged from 1.5 to 10 
diameters. For each channel configuration, the cylinder 
Rayleigh number extended over the order of magnitude range 
from 1.5 x 104to2 x 105. 

Three types of shroud walls having different thermal 
characteristics were employed during the course of the ex
periments. In one case, the wall consisted of an aluminum 
plate heavily insulated at the rear, while in the second case the 
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Fig. 8 Shroud surface temperature distributions, Type I shroud 
(conducting plate backed by thick insulation layer), HID = 10 

H 
8 

0.I2 

0.I0 

H * 0.08 

~e 0.06 

H" 0.04 

0.02 

0 

Ra x IP 
I TYPE m l D I-75 
1 i . x A 5 . 8 0 

/ I \ o 18.7 
/ 0.151 b 

S/D = 1.5/ 

i 

z~y 
6-10 

A — - a - . . 

0.5 

Z / H 

-

_ 

S / D = 

(f\ 

'•V N 

1 1 \ 

/ / 

A 
1.5 
2 - 3 

. — S o . . . 
6-10 

H ) — 
i 

^ 

~-o 

—0 
. 1 

I 0 0.5 
Z / H 

Fig. 10 Shroud surface temperature distributions, Type III shroud 
(thick insulating layer), HID = 10 
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Fig. 9 Shroud surface temperature distributions, Type II shroud 
(conducting plate without backing insulation), HID = 10 

plate was uninsulated. The third type of shroud was a thick 
layer of insulation. All three types of shrouds were faced with 
a thin, high emissivity film. Experiments were also carried out 
for an unshrouded cylinder. The main finding of this in
vestigation is that a cylinder situated in a vertical channel 
experiences enhanced heat transfer compared with an un
shrouded cylinder. Enhancements of up to 40 percent were 
encountered for the investigated conditions. At a fixed 
channel height, the enhancement is increased as the interwall 
spacing decreases. Similarly, at a given interwall spacing, 
greater enhancements occur for taller channels. For interwall 
spacings of 10 diameters or more, there is no enhancement. 

The Nusselt number results were found to be insensitive to 

the investigated shroud thermal characteristics. The greatest 
effect of the different shrouds on the cylinder Nusselt number 
was about ±2 percent, and this occurred at the smallest in
terwall spacing and the largest channel height. 

Temperature distributions along the height of the shroud 
wall were also measured. In general, the temperature rise of 
the shroud wall relative to ambient was very small compared 
to the temperature rise of the heated cylinder. The highest 
temperatures were attained for the insulating wall, which also 
exhibited the greatest spatial temperature nonuniformities. 
The other two shroud types displayed relatively uniform 
temperatures, in keeping with the high conductivity of the 
aluminum face plate. 

The research would have been enhanced by interferometric 
visualizations and by velocity field measurements. These 
complementary experiments could not be performed because 
the requisite equipment was not available. 
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Conductivity iodels of 
Electrothermal Convection in a 
Plane Layer of Dielectric Liquid 
Experiments have demonstrated that a d-c voltage applied across a thermally 
stabilized plane layer of dielectric liquid can induce both stationary and oscillatory 
instabilities and thereby significantly augment heat transfer. While a unipolar 
charge injection model can explain both types of instability, the predictions of a 
conductivity model depend crucially upon the way the electrical conductivity varies 
with temperature. Here a conductivity model is derived from a dissociation and 
recombination model in an Ohmic limit, and its linear instabilities for linear, 
quadratic, and Arrhenius-type conductivity variations are investigated numerically. 
Oscillatory instability is usually predicted and an energy argument rules out 
stationary instability for the type of conductivity variation observed ex
perimentally. This casts doubts on the experimental relevance of earlier quadratic 
conductivity models predicting stationary instability. The relative merits of con
ductivity and charge injection models are discussed in the light of empirical 
evidence. 

Introduction 
Heat transfer across a dielectric liquid can be increased at 

least tenfold by the application of an electric field [1, 2]. The 
simplest configuration showing such electrohydrodynamic 
destabilization of a liquid heated from above consists of a 
horizontal layer of liquid between plane parallel electrodes at 
different but fixed temperatures and electric potentials. Using 
this geometry, Gross and Porter [3] applied a stabilizing 
temperature difference of 12°C to a 1-mm layer of trans
former oil and observed convective (time-independent) liquid 
motion at a critical voltage of 180 V. On the other hand 
Turnbull [4] applied stabilizing temperature differences of 5, 
10, 15, and 20°C to 0.0254-m (1-in) and 0.0508-m (2-in.) 
layers of corn and castor oil and observed oscillatory (time-
periodic) motions with periods of about 14 to 40 s at critical 
voltages ranging from 5 to 17 kV. 

The dominant destabilizing force in these d-c experiments is 
Coulombic, resulting from the interaction of the electric field 
with free space-charge originating either from injection at one 
or both electrodes or from the dissociation of impurities in the 
interior of the liquid. Theoretical models of this instability 
thus fall into two categories. The simplest mobility models 
consider autonomous unipolar injection of charge into a 
perfectly insulating liquid and, for suitable choices of the 
space-charge density on the injecting electrode and its 
mobility as a linear function of temperature, can predict both 
convective and oscillatory instabilities [5-7]. On the other 
hand, conductivity models ignore charge injection and im-
plicity assume that the dissociation and recombination of 
impurities in the liquid result in an Ohmic but temperature-
dependent electrical conductivity. The distribution of net 
space-charge is then regarded as resulting from the thermally 
induced gradients in conductivity. In addition, it is usual 
practice, in order to simplify the governing equations, to 
consider a weak linear or quadratic conductivity variation and 
make a pseudo-Boussinesq approximation. Roberts [8] 
considered a linear variation and found no convective in
stability when the liquid was heated from above. On the other 
hand, Takashima and Aldridge [9] extended this investigation 
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to include quadratic terms and demonstrated that convective 
instability was possible if the conductivity variation was 
sufficiently nonlinear. They claimed an order of magnitude 
agreement with the Gross and Porter experiment. Bradley [10] 
looked for oscillatory instability with a linear conductivity 
variation and his results, if extended, are order of magnitude 
compatible with Turnbull's observations [4]. However, he 
assumed a zero charge relaxation time and used a simple trial 
function satisfying boundary conditions appropriate to free 
surfaces with no tangential force acting. Turnbull [11], using 
a quadratic variation, also obtained an order of magnitude 
agreement with his own experimental results but assumed an 
infinite Prandtl number and sought a plane-wave solution 
satisfying none of the boundary conditions. 

In this paper, we show that a conductivity model does not 
predict convective instability for the type of conductivity 
variation observed experimentally, and thus does not explain 
Gross and Porter's observations. In the case of oscillatory 
instability, we solve the linear instability equations 
numerically without making the pseudo-Boussinesq, zero-
charge relaxation time and infinite Prandtl number ap
proximations and investigate the consequences of assuming 
linear, quadratic, and Arrhenius-type conductivity variations 
with temperature. We begin by deriving the temperature-
dependent conductivity model as an Ohmic limit of a 
dissociation and recombination model. 

Derivation of the Ohmic Conductivity Model 

If conduction results from the dissociation of a single 
uncharged impurity in an incompressible liquid, the equations 
for conservation of positive and negative charge, on 
neglecting diffusion, are 

dP + u-gradP=-div(PK+E)+KDc-KRNP (1) 

and 
dt 

dN 
~dt~ 

+ u- grad N= div(NK_ E) + KDc-KRNP (2) 

where P and N are the number densities of positive and 
negative ions of mobility K+ and K_ , respectively, u is liquid 
velocity, E is the electric field, KD and KR are the dissociation 
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and recombination coefficients, and c is the density of the 
uncharged dissociable species. 

Introducing a net space-charge density Q = e(P-N), where 
e is the charge on a single ion, and an effective conductivity 
a-e(PK+ +NK_), equations (1) and (2) imply a net space-
charge conservation law 

9Q 
dt 

+ u» grad Q= -div(crE) (3) 

The conductivity is usually assumed to be a known function 
of temperature alone. However using the fact that 

p = a+K_Q 

e{K++K_) 

it is possible from equation (1) to obtain an equation 
governing, a, to complement equation (3). Since Q— e$0/d

2, 
where e is the electrical permittivity of the liquid, d the 
electrode spacing, and 3>0 the electrical potential on the cooler 
electrode (the warmer one being earthed), the nondimensional 
ratio of the two terms in the numerator of equation (4) gives 

a a0d
2 

K Q eK0% 
= Cn (5) 

with a0
 a n d KQ being reference values on the cooler-electrode. 

The parameter, C0 , is the ratio of the ion transit time to 
charge relaxation time and in a more general context is the 
ratio of a typical conduction current to one arising from a 
charge injection mechanism. Thus it plays a crucial role in 
characterizing the nature of the dominant mechanism of 
charge transfer in any given physical configuration. A large 
value of C0 would therefore suggest that an Ohmic con
duction current — (ffo*o) resulting from a dissociation and 
recombination mechanism was more likely to be in evidence 
than one ( ^ eK0 <t>o /^ 3 ) arising from inj ection at the electrode-
liquid interfaces. It is not difficult to show that, in the Ohmic 
limit C0 — oo, equation (1) reduces to 

(A+„.grad)[—^—] 

= KDc-K, A e(K+ +K_) 
(6) 

Equation (3) and (6) for Q and a then effectively replace 
equation (1) and (2) for P and N. Now a solution of equation 
(6) requires a detailed knowledge of the variations of K+, 
K_ ,KD, and KR with temperature and furthermore depends 
on the liquid velocity so that in general thermofluiddynamic 
field and constitutive equations must be included in the 
analysis. However, there is a steady hydrostatic solution to (6) 
for which 

a=<j(T) = e(.K+ +K„). 
KDc 

KR 
(7) 

This is just the conductivity dependence on temperature, T, 
that would be determined in a series of hydrostatic isothermal 
conductivity measurements at different temperatures. In the 
absence of an electric field the fluid is neutrally charged and 
the density of both positive and negative ions is ^jKDc/KR. If 
we suppose that this quantity is independent of temperature 
then expression (7) for o satisfies equation (6) exactly even in 
the time-dependent hydrodynamic case. The conductivity then 
depends on temperature only through the mobility of the 
positive and negative ions, a conjecture that is supported by 
the conductivity and mobility measurements in transformer 
oil, with various artificial impurities, made by Yasufuku et al. 
[12], Provided then that C0 is sufficiently large and KDc/KR 

is constant, an Ohmic conductivity depending solely upon 
temperature can be assumed in the derivation of the linear 
instability equations of a dissociation and recombination 
model. 

The Linear Instability Problem 

Electrohydrodynamically induced motion in a thermally 
stabilized plane layer of dielectric liquid is governed by a 
reduced set of Maxwell's electrical equations and those ex
pressing mass conservation and the linear momentum and 
energy balances. Assuming that the dissociation of a single 

N o m e n c l a t u r e 

A = 

B = 

c = 

C0 = 

d = 
D = 

e = 
E = 
F = 

g = 
k = 

K = 

K+ = 
K = 
KD = 
K„ = 

dimensionless quadratic 
conductivity parameter 
dimensionless quadratic 
conductivity parameter 
concentration of dissociable 
impurity 
ratio of ion transit time to 
charge relaxation time 
electrode spacing 
dimensionless derivative with 
respect to z 
charge on one positive ion 
electric field 
z-dependence of dimen
sionless electrical potential 
perturbation 
gravitational acceleration 
dimensionless horizontal 
wavenumber 
ratio of charge relaxation 
time to thermal decay time 
mobility of positive ions 
mobility of negative ions 
ion dissociation coefficient 
ion recombination coef
ficient 

M 

M, 

N 

P 
P 

Pr 
Q 
R 
s 

t 
T 
u 
V 

y,z 

a 

= dimensionless voltage 
parameter 

= d imens ion less vol tage 
parameter for A < < 1 

= number density of negative 
ions 

= pressure 
= number density of positive 

ions 
= Prandtl number 
= net space-charge density 
= Rayleigh number 
= dimensionless complex 

growth rate 
= time 
= temperature 
= liquid velocity 
= z-dependence of z-compo-

nent of dimensionless liquid 
velocity 

= rectangular Cartesian coor
dinates 

= liquid thermal expansion 

e / = 

d = 

K = 

X = 

V = 

p = 
a = 
* = 
u = 

Subscripts 
0 = 
1 = 
c = 

e = 

coefficient 
dimensionless absolute tem
perature of cooler electrode 
liquid electrical permittivity 

x,y,z = 

free-space electrical per
mittivity 
z-dependence of dimension
less temperature perturbation 
thermal diffusivity 
dimensionless activation 
energy for Arrhenius-type 
conductivity 
kinematic viscosity 
liquid density 
liquid electrical conductivity 
electrical potential 
d imensionless angular 
oscillation frequency 

value of cooler electrode 
value on warmer electrode 
critical value for linear in
stability 
hydrostatic equilibrium 
solution 
perturbation to hydrostatic 
equilibrium solution 
vector component in the 
(x,y,z) -direction 
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uncharged impurity and associated recombination results in a 
weak Ohmic temperature-dependent conductivity the 
resulting currents are small and consequently the magnetic 
effects may be neglected. The liquid may be assumed to be an 
incompressible linear isotropic dielectric with constant 
permittivity, viscosity, and thermal conductivity. On making 
the Boussinesq approximation so that liquid density p is 
constant except in the buoyancy term, the governing 
equations reduce to 

E= -g rad$ ; ( — +u-grad jQ= -div(trE); 

ediv E = g ; div u = 0; 

PO\Y +U"gradju= -gradp + p0cV2u 

+ p0[l-a(T-T0)]g + QE; 

(-—+u«grad)7 ,= KV 2 r (8) 
\ at / 

and are subject to boundary conditions 

u = 0; T= r 0 ; * = * 0
 o n t n e cooler boundary 

and (9) 

u = 0;T= T] ;$ = 0 on the warmer boundary 

Here <J> is the electrical potential, p the pressure, v the 
kinematic viscosity, and g the gravitational acceleration. 
Subscripts '0' and ' 1 ' indicate values on the cooler and 
warmer electrodes, respectively. 

After scaling length, time, liquid velocity, temperature, 
electric field and space-charge by factors d, d2/v, n/d, Tl -
T0, $0/d and e$0/d

2, respectively, and remaining tem
perature-dependent variables with respect to their values on 
the cooler electrode corresponding to the plane z = 0, the one-
dimensional steady electrodynamic hydrostatic equilibrium 
may be written, referred to rectangular Cartesian axes, as 

L r + r A = ( o , 0 , - ^ W = £ ( ^ - ) (10) 
T0 \ ae / dz \ ae / 

Since the equilibrium conductivity, ae, usually increases with 
temperature (and here therefore with z) and since the 
dimensionless constant E0 is without loss of generality 
positive, the nondimensional net space-charge density, Qe, is 
negative. Of course equations (10) embody two distinct 
physical cases depending upon the sign of <&0, i.e., the net 
space-charge is negative (positive) if the potential of the cooler 
electrode is positive (negative). 

On linearly perturbing the equilibrium (10) and Fourier 
decomposing the z-component of velocity, temperature, and 
potential perturbations so that 

{uz(x,y,z,i),Tp(x,y,z,t),$p(x,y,z,l)] = 

IV(z),d{z),F{z)} exp Wxx + kyy) +st] (11) 

it is straightforward to show that the dimensionless linear 
instability equations become, on writing the square pf the 
modulus of the two-dimensional wave number (kx,ky) as 
k2k2

x + k2 and D = d/dz 

(D2-k2-Pis)d=V, 

(D2 - k2)(D2 -k2-s) V+ k2RB = 

k2M[(D2Ee)F-Ee(D
2-k2)F] 

and 

K(D2Ee) V= {PxKs + oe)(D
2 - k2)F 

+ (Doe)DF-D[Ee(Doe)6] (12) 

where 

T = 

M= 

Pr = 

e%2 

PQVK 

K 

R = 

d2o0' 

(13) 

These are subject to the no-slip, fixed temperature and fixed 
potential boundary conditions which together with mass 
conservation imply that 

V=DV=6 = F=Q at z = 0,l (14) 

The Prandtl number, Pr, is the ratio of a thermal decay time 
to a viscous decay time, K is the ratio of a charge relaxation 
time to a thermal decay time, and Rayleigh number, R, and 
voltage parameter, M, are the ratios of a buoyancy and 
Coulombic driving pressure, respectively, to a viscous 
pressure drop for a liquid speed dd. On fixing five of the six 
dimensionless parameters k, s, Pr, R,Mand K, equations (12) 
together with boundary conditions (14) then constitute an 
eighth-order eigenvalue problem for the remaining one. 
Before solving this numerically, we must consider how best to 
model the variation of electrical conductivity with tem
perature. 

The Temperature Dependence of Electrical Con
ductivity 

Previous theoretical studies of conductivity models have 
assumed a variation with temperature of the form 

oe{z)=\+Az0.+Bz) (15) 

where constant parameters A ( = 0.1-2) and B( — 0-\) are 
suitably chosen to make a physically reasonable ap
proximation. In particular, most analyses assume that 
A<<\. This permits a pseudo-Boussinesq approximation to 
the linear instability equations which, on taking ae, Ee and 
their derivatives to leading order in A, reduce to 

(1 + PrKs)(D2 - k2)(D2 - k2 -s)(D2 -k2- Pvs)d 

- 2KM,BK2 (D2 -k2- Pns)0 

+ M,(1 +2Bz)k2D6+ [R(l + PTKS) + 2M,B]k26 = 0 (16) 

subject to the boundary conditions 

d=D2d=D(D2-k2-Prs)d = 0 (17) 

where M, =ME0
2A. This is the eigenvalue problem studied by 

Roberts (s = B = 0) [8], Takashima and Aldridge (5 = 0, B^0) 
[9] and Bradley ( s ^ 0 , -8 = 0) [10]. However, numerical 
solution of the exact problem (12) and (14) with conductivity 
given by equation (15) with a value of A =0.1 (cf [9]), shows 
sufficient deviation from that of the problem (16) and (17) to 
cast doubt on the applicability of the pseudo-Boussinesq 
approximation to the reported experiments. 

A quadratic variation of conductivity has the disadvantage 
of requiring the choice of two parameters, A and B, whilst a 
linear variation requires only a single choice for A but 
adequately models conductivity only over a small temperature 
range. On the other hand, experimental measurements of 
conductivity as a function of temperature [4, 12] suggest an 
Arrhenius-type behavior 

ac(z) = e x p ( - - - M (18) 
V 7 Z + 7 / 

where \ (=100-1000) is a dimensionless activation energy and 
7 = (7'0+273)/(7 ,i -T0) (=15-60) is fixed by the temperature 
boundary conditions. Such a dependence can also be inferred 
from equation (7) if the charge carrier mobilities have the 
same Arrhenius-type temperature variation. 

An inviscid energy argument that assumes a small space-
charge density and considers the exchange of two liquid 
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Table 1 Experimental data 

p0 (kg/m3) 
a ( " C " ) 
v (m2/s) 
K (m2/s) 
t/ir 
T0 (°C) 
a(ro) (S/m) 

Transformer oil 

865.6 
7.29 X 10" 4 

4.224 x 10" 5 

8.42 x 10"8 

2.2 
20 
1.1 x 10~9 

Corn oil 

917 
6.6 x 10"4 

5.45 x 1 0 " ' 
1.2 x 10"7 

3.1 
25 
1.4 x 10 "1 0 

Castor oil 

960.3 
7.2 x 10"4 

10"3 

9 x 10"8 

4.67 
20 
9 x 1 0 " " 

Table 2 Comparison of experimental and theoretical critical values for the 
preferred mode of linear instability in transformer oil (d = 0.001m, Pr = 460, 
K = 0.001). B denotes predictions by Bradley's method, and L, Q, and A 
predictions using Chebyshev collocation for linear, quadratic, and Arrhenius-
type conductivities, respectively. E denotes experimental results. 
Ti-T0 

CO 
12 

o(Tt) 
(S/m) 

1.338 x 10" 9 

R 

- 2 0 B 
L 
Q 
A 
E 

Mc 

9.26 x 104 

5.63 x 104 

5.33 x 10" 
5.48 x 104 

205 

kc 

3.019 
4.994 
4.918 
4.921 

-

OJc 

1.422 
0.582 
0.549 
0.550 

0 

Table 3 Critical values for the preferred mode of linear instability in corn 
oil (rf = 0.0254m, Pr = 460, K=4 X10"5) 

(°C) 
ofTi) 
(S/m) 

R Mr 

1.85 x 10" -8.1 x 10" B 
L 
Q 
A 
E 

3.47 x 10' 
4.10 x 10' 
3.78 X 10' 
3.80 x 10' 
1.14 x 10' 

3.403 
6.925 
6.694 
6.691 

-

9.01 
6.86 
6.36 
6.37 
2.98 

10 

15 

20 

2.40 x 10~10 

3.15 x 10"1 0 

4.80 x 10"1 0 

- 1 . 6 x 10' 

- 2 . 4 x 10' 

- 3 . 2 x 10' 

A 
E 

A 
E 

A 
E 

2.58 X 10' 
1.38 x 10' 

1.89 X 10' 
1.14 X 10' 

1.21 x 10' 
9.27 x 104 

7.652 

9.442 

11.25 

8.22 
3.72 

9.04 
4.09 

9.02 
5.21 

parcels provides a necessary condition Ee grad Qe<0 for 
convective instability. For linear, Arrhenius-type and 
reported experimental conductivity variations [4, 12], it is 
found that Ee«grad Qe<xD2(l/oe)>0 so that convective 
instability is ruled out. For a quadratic variation with B>A, 
on the other hand, D2(\/ae)<0 near the cooler electrode and 
convective instability is possible although it may still not be 
the preferred mode. 

The conjecture that a realistic conductivity variation will 
not induce convective instability and the possibility of 
preferred oscillatory instability were investigated numerically 
using the full equations (12) and boundary conditions (14) for 
linear, quadratic, and Arrhenius-type variations with 
parameters (13) chosen to represent the Gross and Porter [3] 
and Turnbull [4] experiments. 

Numerical Analysis 

For a convective instability in the marginal state s = 0, Pr 
does not appear, and on fixing k, K, and R, equations (12) 
and boundary conditions (14) constitute an eigenvalue 
problem for M. This was solved numerically using a 
Chebyshev collocation method expanding each unknown 
function in terms of Chebyshev polynomials of degree at most 
25 in order to convert the problem to one of a matrix 
eigenvalue type. The smallest positive voltage parameter, M, 
was then minimized with respect to variations of wave 
number, k, using a quadratic fit to find the critical value 
Mc=M(kc). More generally, in order to seek oscillatory 
instability, parameters k, M, Pr, K, and R were fixed, leaving 

an eigenvalue problem for the complex growth rate, s. By 
fitting a surface to the real part of the growth rate of the 
fastest growing mode as a function of k and M, the critical 
point (kc, Mc) was found at which Mhad a minimum value 
with respect to ^-variations subject to Re(s) = 0. If it was 
found that Im(s) = o> = 0, then the most unstable mode was 
convective and coincided with the predictions of the con
vective instability method described above. 

These numerical methods were applied to each of the 
eigenvalue problems, corresponding to the Gross and Porter 
[3] and Turnbull [4] experiments, using linear, quadratic, and 
Arrhenius-type conductivities fitted through the values of 
conductivity on the bounding electrodes using the data 
presented in Tables 1-6. From the family of possible 
quadratic curves the one that matched the Arrhenius-type 
conductivity at a temperature (T0 + T{)/2 was chosen. The 
numerical results were then compared with the experimental 
results and with predictions obtained by an extension of 
Bradley's method [10] to a stabilizing temperature 
distribution (R < 0) and are presented in Tables 2-6. 

For transformer oil (e? = 0.001 m; TI-T0 = [2°C) 
oscillatory modes were predicted at a critical voltage about 
twenty times larger than that at which Gross and Porter 
observed convective instability (cf. Table 2). By taking a lower 
valueof conductivity, e.g., a{T0)~ 1.1 x 10"" S/m and thus 
a higher value of K (= 0.1), it was possible to find convective 
instability, but only for a sufficiently strong quadratic 
variation of conductivity (e.g., ,4=0.11 and 5=1). Such a 
variation is, however, not of the type usually observed. This 
would suggest, therefore, that another instability mechanism, 
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Table 4 Critical values for the preferred mode of linear instability in corn 
oil (d = 0.0508m, Pr = 460, i f = 9 X 10 6) 

Ti-T0 aO'i) R Mc kc coc 
(°C) S/m) 

5 1785 X 10-10 ~6.5 x 105 B 9.95 x 103 3.513 25J 
L 1.50 X 106 6.534 25.0 
Q 1.44 x 106 6.432 24.0 
A 1.45 x 106 6.430 24.0 
E 5.45 x 105 -

10 2.40 X 1 0 " 1 0 - 1 . 3 x 106 A 1.05 x 1 0 s 6.859 33.2 
E 4.58 x 105 11.9 

15 3.15 x 10~1 0 - 2 . 0 x 106 A 8.27 x 105 8.352 3977~ 
E 4.13 x IO5 - 14.9 

20 4780 x 10"1 0 - 2 . 6 x 106 A 5.24 x 105 16.30 347eT 
E 3.71 x 105 - 13.4 

Table 5 Critical values for the preferred mode of linear instability in castor 
oil(tf = 0 .0254m,Pr = 10 4 , Jr=6 x 1Q~5) 

T{ - T0 cK^i) R Mc kc uc 
(°C) (S/m) 

5 U2 x 10^1 0 - 6 . 4 x 103 5 5.04 x 105 3.240 0.613 
L 1.79 x 105 5.627 0.140 
Q 1.43 x 105 5.120 0.109 
A 1.43 x IO5 5.116 0.109 
E 5.79 x 104 - 0.101 

io r 5 x IO"1 0 - 1 . 3 x 104 A 8.26 x 104 5.239 0.115 
E 3.46 x 104 - 0.162 

15 270x 10-'° -1.9 x 104 A 5.14 x 104 5̂ 263 0.113 
E 3.06 x 104 - 0.182 

20 2.5 x 10~10 - 2 . 6 x 104 ~A 3.98 x 104 5.466 0.117 
E 2.34 x 104 - 0.223 

Table 6 Critical values for the preferred mode of linear instability in castor 
oil (rf = 0.0508m, Pr = 1 0 4 , A : = 2 X 1 0 s ) 

Ti-To oiTi) R Mc kc o>c 

(•Q (S/m) 
5 1.2 x IO-10 -5.1 x 104 B 1.24 x 106 3J81 1.541 

L 5.51 x 105 7.527 0.439 
Q 4.69 x 105 6.944 0.378 
A 4.68 x 105 6.937 0.378 
E - -

10 1.5 x 10~10 - 1 . 0 x 105 ~A 3.15 x IO3 7.946 0.456 
E 1.38 x 105 - 0.405 

i l 2.0 x 10- 1 0 - 1 . 5 x 105 ~A 2.14 x IO5 9.142 0.478 
E 1.22 X IO5 - 0.405 

20 2.5 x I O - 1 0 - 2 . 1 x IO5 A 1.71 x 105 1040̂  0.500 
E 1.08 x IO5 - 0.486 

perhaps charge injection, was dominant in their experiment, a 
possibility supported by their observation of a slightly dif
ferent behavior on reversing the polarity of the d-c voltage 
and of no instability with an a-c applied potential at 50 Hz. 

For the Turnbull corn oil and castor oil experiments 
(tf = 0.0254 and 0.0508 m; Ti~T0 = 5, 10, 15, and 20°C) 
numerical investigation revealed no convective instabilities 
(cf. Tables 3-6). Again, for the three types of conductivity 
variation the predicted critical voltages'for oscillatory in
stability were consistently higher than the experimental values 
but at worst by a factor of two. The discrepancy was least for 
a 20°C temperature difference. Dimensionless oscillation 
frequencies wc in castor oil were well predicted, whilst those 
for corn oil were high by a factor of at most three. There was 
little difference between predictions using an Arrehnius-type 
conductivity and a matching quadratic one, whilst a linear 
conductivity produced small deviations particularly, as ex
pected, for the highest temperature difference. On the other 
hand, predictions using Bradley's method were in general 
much less accurate except for critical voltages in corn oil, with 
5,.10 and 15°C temperature differences. 

Concluding Remarks 

We have shown that the dissociation and recombination of 
a single impurity in a dielectric liquid results, in an Ohmic 
limit, in a conductivity dependent only on temperature, if the 
number density of positive and negative ions in the absence of 
an electric field is temperature independent. Experimental 
observations [4, 12] suggest that the second derivative of 
liquid resistivity with respect to temperature is positive. This, 
combined with a parcel exchange argument, suggests that a 
conductivity model will not predict convective instability in a 
thermally stabilized liquid layer. Numerical investigations 
support this conjecture, except in the case of a sufficiently 
strong quadratic variation of conductivity with temperature, 
as considered by Takashima and Aldridge [9]. However, this 
case is unrealistic since it results in a negative second 
derivative of liquid resistivity contrary to experimental 
evidence. It thus seems that the convective instability of Gross 
and Porter [3] cannot be predicted by a simple conductivity 
model, whereas Martin and Richardson [7] have shown that a 
unipolar charge injection model predicts convective instability 
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at about the right critical voltage for an ionic mobility of 3 x 
I0-IO w 2 /y s ancj a nondimensional emitter space-charge 
density value lying between 1 and 10. Since the exact value of 
C0 depends on the value chosen for residual conductivity 
(e.g., C0 = 1 for(70 = l.l X 1(T12 S/m or C0 = 103 fora0 = l.l 
x 10 ~9 S/m) the true picture is probably between these two 
extremes, with an instability driven by injection, perhaps even 
bipolar, but modified by residual conduction. 

In TurnbulPs experiments [4], the wider electrode spacing 
means that parameter C0 is large (e.g., for corn oil C0=600 
and for castor oil C0 = 12,000 in the case of a 0.0508 m gap) so 
that the Ohmic conduction current is likely to dominate any 
current due to charge injection. Nevertheless, the injection 
model of Martin and Richardson [7], in the case of corn oil 
with a 15°C temperature difference across a 0.0254 m gap, 
predicts the preferred overstable mode at about the right 
critical voltage and oscillation frequency for an ionic mobility 
of 10 "9 m2/Vs and a nondimensional emitter space-charge 
density value lying between 0.1 and 1. As expected the 
numerical predictions of the critical voltages and frequencies 
from a conductivity model agree reasonably well with ex
perimental values. The oscillatory modes found numerically 
depended only slightly on the form assumed for conductivity 
variation with temperature. An Arrhenius-type dependence 
however has the advantage over linear and quadratic 
variations of fitting experimental measurements over a wider 
temperature range. 

A more controlled experiment might involve a very pure 
dielectric liquid doped perhaps with a single known 
dissociable impurity and contained between electrodes with a 
larger aspect ratio to reduce edge effects. On the other hand 
the conductivity model could be improved by including a 
temperature-dependent viscosity and unipolar or bipolar 

injection. There is a danger, however; without more reliable 
experimental information a more detailed analysis could 
easily be misguided. 
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Thermal Conwective Instabilities in 
a Porous Medium 
The onset of convection due to a nonlinear and time-dependent temperature 
stratification in a saturated porous medium with upper and lower free surfaces is 
considered. The initial parabolic temperature distribution is due to uniform internal 
heating. The medium is then cooled by decreasing the upper surface temperature 
linearly with time. Linear stability theory is applied to the more formally developed 
governing equations. In order to obtain an asymptotic solution for transient 
problems involving very long time scales, the critical Rayleigh number for steady-
state, nonlinear temperature distribution is also obtained. The effects of porosity, 
permeability, and Prandtl number on the time of the onset of convection are 
examined. The steady-state results show that the critical Rayleigh number depends 
only on the ratio of porosity to permeability and when this ratio exceeds a value of 
one thousand, the critical Rayleigh number is directly proportional to this ratio. 

1 Introduction 

The onset of convection in a saturated porous medium 
subject to potentially unstable, steady-state and linear 
temperature distribution has been studied both analytically 
[1-9] and experimentally [1, 4, 7]. The analytical in
vestigations have been based on application of linear stability 
theory. However, the conservation equations that have been 
applied, which are extensions of Darcy's law, have not been 
unique. The formalism of local volume averaging that has 
been developed by Slattery [10] and Whitaker [11] leads to 
additional terms in the conservation equations. Further 
assumptions and approximations are needed in order to make 
these equations solvable. Vafai and Tien [12] have combined 
the results of local volume averaging and empirical results and 
thus have been able to include the inertia and boundary effects 
in the equation for conservation of momentum. 

The prediction of the time of the onset has been made via 
the amplification theory [13] and also by the application of 
the amplitude equation and a forcing function [14]. The latter 
allows for the study of the convection patterns as well as the 
determination of the time of the onset, but it requires 
specification of the forcing function which is determined for 
the experimental results [14]. The amplification theory [13] 
also requires empirical determination of the initial conditions 
and the amplification factor marking the time of the onset. 
However, good agreement with the experimental data is 
found using this method [15]. 

The problem considered in this study is the prediction of the 
onset of convection due to a nonlinear and time-dependent 
temperature stratification in a saturated porous medium with 
upper and lower free surfaces. The amplification theory [13] 
is applied to the more formally developed governing 
equations recommended by Vafai and Tien. The critical 
Rayleigh number for steady-state nonlinear temperature 
distribution is also obtained. 

Figure 1 shows the details of the problem considered. The 
initial parabolic temperature distribution is due to uniform 
internal heating. The medium is then cooled by decreasing the 
upper surface temperature linearly with time. The uniform 
heat generation can be due to either radiative decay or 
chemical reaction. The cooling from above, which in principle 
is the same as heating from below due to the identical 
hydrodynamic boundary conditions at both surfaces, can be 
caused by evaporative cooling. 

Contributed by the Heat Transfer Division for publication in the JOURNAL or 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
13,1983. 

2 Analysis 

The following are the governing equations for thermal 
convection in a porous medium saturated with fluid, as given 
by Vafai and Tien [12], but modified to include the time 
dependency and Boussinesq approximation. 

V - < u > =0 (1) 
p, d<u> pf 1 
-f- — + - f < ( u - V ) u > = - - V < P > 
8 dt 6 5 

+ -y V 2 < u > Pr „ 5 

pf. [ < u > » < u > ] l + - f g k , 
o 

(2) 

where \ = up/\\ip\ and F=f(K, ReK, geometry) is an em
pirical function 

d<T> 

dt 
P/C/5 

pfcfb+Pscs0--S) <u>-v<r>=af,v
2<r> + 

(3) 

where a„ = 
kfb + ks(\-b) 

P/Cf5 + psCs(l-6) 

In the above equations the local volume average of 
quantity, \j/, over a small volume of fluid, Vj, is defined as 

<yj/> = M i/dV 

where Vf is that portion of V that is occupied by the fluid. 
Since the analysis that follows is for infinitesimal per
turbations in the absence of any mean motion, the nonlinear 
terms in equation (2) do not influence the results obtained in 
this study. However, this is not the case for the terms con
taining the time derivative and the boundary effect. The time 
derivative term is expected to be valid when the porosity is 
high. As shown in Fig. 1, a rectangular coordinate system 
with the z-axis in the direction of gravity and the origin 
located at the upper free surface of the porous media is 
considered. The depth of the saturated porous media is L. By 
dropping the brackets indicating the local volume average and 
by separating the averaged quantities into mean and per
turbation components, the variables become 

u = «i + yj + wk, 

T= T(z,t) + 6 

where all the perturbation quantities are functions of /, x, y, 
and z. By neglecting the terms containing the products of the 
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z,g 

Fig. 1 A schematic of the problem considered 

perturbation components and in the absence of any mean 
motion, the equation for the horizontally averaged mean 
component of temperature becomes 

df d2T 
- = - - ^ + 5 (4) dt dz2 

where it is assumed that the source is not a function of per
turbation variables. For the perturbation component, we have 

dd 
• + 

PfCfb dT 
— w — 
-5) dz 

= aeV
i (5) 

dt • pfCfb + psCs{\ 

Following Pellew and Southwell [16] and Foster [13], the 
pressure term in equation (2) is eliminated as follows. By 
taking the x-derivative of the first component of equation (2) 
and the ^-derivative of the second component, adding the 
resulting equations, invoking the continuity equation, and 
taking the z-derivative of the outcome, the result becomes 

d d2w 
-Pf dt dz2 = --Vl

2P-,fV
2 d2w jifd d2w 

~K a? (6) 

Next, the - v } of the third component of equation (2) is 
taken and the result is added to equation (6). The outcome is 

\dt f K / Vzw=-/ (7) 
a 

.Tt J ' K 
where a linear equation of state is used. Now, the per
turbation component of temperature in equation (7) is 
removed by applying equation (5). This is done by taking 

d_ 

Tt 
of equation (7) and 

( * - " ) 

- /3 /SV, 2 

of equation (5) and adding the resulting equations. The result 

' d 

Jt -a„ V ')(£- "/V2 

C,8 

Pf8s 

V z w 

Pfuf , dT 
?V,2w — 

p / C / 5 + P , C , ( l - 8 ) r v o " dz ( 8 ) 

The following form is assumed for the perturbation com
ponent of velocity 

w=w(zj)ei{axx+"yy) 

A similar distribution is assumed for 0. 
By introducing the above expression into equation (8), the 

following equation results 

.dt [ara ' (a?-a 2) ] [a7 ""A a? 

+ " ' l dz2 

where a2 = 

- ) 

2 3_1 
PfCfb + PsCs{.\-5)^ga W dz 

(9) 

ax
2 +av

2 is the horizontal wave number. 
The variables in equation (9) are made dimensionless using 

the following definitions 

1 L' L2 

wL 
w* = V-

(f-T0)ote 

SL2 

Ra = 
PfCfb 

vfae
2 p / C / 8 " + p , C , ( l - 8 ) ' 

_ gPfOL' 
vfae 

K* = 
K 

-aL (10) 

The boundary conditions for w in the case of shear free upper 
and lower surfaces are (after dropping the asterisks) 

d2w 

dz2 = 0 for z = 0, 1 (Ha) 

It should be noted that Lapwood [17] and Kulacki and 
Ramchandani [18] have considered the case of constant 
pressure surfaces, which is more realistic than the constant 
streamline considered here. In this study, equation (11a) is 
applied. The boundary conditions for d and w are coupled 
through equation (7). By assuming that the temperature 
perturbations vanish at the free surfaces, equation (7) results 

a 
A,„ 

c 

C 
g 

-* mr 

i,j,k 
k 
K 
L 
P 

Pr 
Ra 

Re* 
S 
t. 

= wave number 
= defined in equation (12) 
= the temporal rate at which 

the temperature of the upper 
surface is decreased 

= specific heat 
= gravitational constant 
= defined in equation (14) 
= unit vectors 
= thermal conductivity 
= permeability 
= depth of the layer 
= pressure 
= Prandtl number 
= Rayleigh number defined in 

equation (10) 
= Reynolds number 
= heat source 
= time 

T = temperature 
T0 = temperature of the lower and 

upper surfaces at t = 0 and 
the temperature of the lower 
surface for t > 0 

u = velocity vector 
pore velocity vector 
perturbation velocity compo
nents 
elemental volume 
Cartesian coordinate axes 

p 
u,v,w 

V 
x,y,z 

Greek 

y.e = effective thermal diffusivity 
/3 = coefficient of thermal ex

pansion 
5 = porosity 

,m = Ofor/w^r 
= 1 f or m = r 

V l ~ dx2 + dy2 

9 - perturbation component of 
temperature 

H = dynamic viscosity 
v = kinematic viscosity 
p = density 
•^ = a scalar 

Subscript 
c = critical 
/ = fluid 
s = solid 

Superscript 

— = horizontally averaged 
* = dimensionless 
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d4W 

IF 
= 0 for 2 = 0, 1 (116) 

Furthermore, the following series solution that satisfies the 
boundary conditions given by equations (11a) and (HZ?) is 
assumed 

i'(z>0= J^ Am(t)sm(mirz) (12) 

Upon introducing equation (12) into the nondimensionalized 
form of equation (9) and by multiplying both sides of the 
equation by sin (rirz) and then integrating for z between zero 
to unity, the following results 

d2Ar 

dt2 

dAr 

~~dt 
[(P: r + l)(r2ir2+a2) + 

Pr<5 1 
K J 

-,4 rPr(/-2ir2+fl2)(/-27r2+a2+ - J 

V A 2 R a P r ^ 
+ 2 ^ AmImr , •)._•> r—\,2. 

where 

- s : 1 at 
Tz 

sin(w7rz)sin(/-Trz)cfe 

(13) 

(14) 

Equation (13) consists of an infinite number of coupled 
second-order ordinary differential equations in Ar(t). The 
initial conditions for these equations will be discussed later. In 
order to solve this system of equations, the gradient of mean 
temperature must be specified. 

The temperature distribution considered in this study is due 
initially (i.e., / = 0) to a constant uniform heat generation, S, 
with both upper and lower surfaces at a constant temperature, 
T0. For r>0 , the upper surface temperature is reduced at a 
constant rate and the heat generation term is set at zero. These 
initial and boundary conditions are 

T{z,t = 0)-. 
(l-z)z 

(15a) 

T(0,t>0)=-ct (15b) 

f(l,t>0) = 0 (15c) 

The solution to equation (4) with S = 0 for r>0 , subject to 
conditions given by equations (15a-c), is found by separating 
the variables and applying Duhamel's theorem, and the 
details are given in [19]. The mean temperature distribution is 

2 y\ sm(mrz) 
— 2, ffiBBV Yi^ 

! [ l - ( - l ) n - c ] e - " v ' + c ) 

T=c(z-l)t + 

(16) 

By substituting the above equation into equation (14), one 
obtains 

interest. For this reason the critical Rayleigh numbers 
corresponding to a steady-state temperature distribution are 
found next. The results for transient temperature 
distributions then follow the steady-state results. 

3 Steady-State Results 

Equation (15a) describes the steady-state temperature 
distribution due to uniform internal heating and constant and 
equal temperatures at the upper and lower surfaces. For time-
dependent temperature distribution, according to Pellew and 
Southwell [16], the limiting conditions of stability are ob
tained when all the time derivatives are made zero. Thus, the 
characteristic equations, i.e., equation (13), become 

Ar(r
2ir2+a2)2(r2ir2+a2 + - ) - 2 ^ AmImra

2Ra = 0 

r = l , 2 . . . (18) 

which is independent of the Prandtl number. This equation 
can be written as 

£ / l m k r ( r 2
T

2
+ a 2 ) 2 ( r 2 7 r 2 + a 2 + ^ ) 

-2/m ra
2Ra] = 0 r=l,2 (19) 

which is a system of linear algebraic equations. In order to 
obtain nontrivial solutions for this system, the infinite order 
determinant of equation (19) must vanish, i.e., 

Il5m,(/-27r2+a2)2(r27r2+a2+ | . ) -2/m ra
2Rall = 0 (20) 

Equation (20) is solved for a given 5/K, and the minimum 
value of Ra with respect to a is sought. Equation (14), for the 
temperature distribution given by equation (15a), becomes 

( - l ) " ' + r - l i r ( - i y H 

2ir2 L (m + 
( - 1 ) " - 1 

r)2 (m-r)2 ]• f or m ^ r 

(21) 

for m = r 

The results given below are for a determinant of order ten; no 
further increase in the order was necessary. 

The limit at which the solid matrix has no influence on the 
momentum equation is given by 5/K^0, i.e., very large 
permeabilities, and the influence of the solid matrix increases 
as 5/K becomes larger. The results of equation (20) for 
5/K=0 are presented in Fig. 2. The Rayleigh number reaches 
a minimum value of 16,992 at a wave number of 3.02, which 
is identical to the value obtained by Kulacki and Goldstein 
[20]. Therefore, the limit for a very large permeability is given 
by 

1 f [ l - ( - l ) m - ' ' - c ] e - ( m - f ' 2 " 2 ' + c [ l - ( - l ) m + r - c ] e - < " , + r » v ' + ( 
lir2 i 2TT2 L (m-r)2 (m + r)2 

ct c[e~i-'"+r)2*1' -\] 

2 2-ir2 (m + r)2 

, for m^r 

, for m = r 

(17) 

Equation (13), along with equation (17), describes the 
behavior of an infinitesimal vertical velocity perturbation 
introduced into a stagnant layer of fluid which has saturated a 
porous medium and is subjected to a potentially unstable 
mean temperature stratification. 

The initial parabolic temperature distribution is potentially 
unstable. Therefore, for very low cooling rates, the onset of 
convection due to the initial temperature distribution is of 

Rac = 16992 , for 5 / ^ = 0 (22) 

As the value of 5/K increases, the critical Rayleigh number 
increases. Figure 3 shows this trend. The results are locii of 
critical Rayleigh numbers found in a manner similar to that 
shown in Fig. 2. For 5/K< 10, the critical Rayleigh number is 
rather insensitive to the value of 5/K. On the other hand, for 
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Ra x 10"' 

Fig. 2 Steady state-the variation of the Rayleigh number with 
respect to the wave number for b/K = 0 

Fig. 3 Steady state - the effect of the parameter SIK on the critical 
Rayleigh number 

Fig. 4 The effect of the wave number on the critical time: the 
parametersareRa = 105,Pr = 0.1,S/K = 104 andc = 104 

8/K> 103, the critical Rayleigh number varies linearly with 
b/K, such that 

Rac=471.75(5/A), for b/K>W (23) 
However, for the range 10<5/JfiT< 103, the relationship 
between b/K and Rac is nonlinear, as given by equation (20). 
Most of the investigators have used momentum equations that 
have resulted in equations similar to equation (23) which is 
valid only for b/K> 103. However, this is not the case for the 
results obtained by Katto and Masuoka [4] and Walker and 
Homsy [8]; these results support the trend shown in Fig. 3. 

4 Transient Results 

The one-dimensional and time-dependent horizontally 
averaged temperature distribution for the special situation 
considered in this study is given by equation (16). The steady-
state solutions discussed in the last section were for tem
perature distributions corresponding to the initial condition 
used to arrive at equation (16). Therefore, the stability of the 
time-dependent temperature distributions corresponding to 
Rayleigh numbers less than the steady-state critical Rayleigh 
number is now examined. 

The system of ordinary differential equations given by 
equation (13), with Imr as given by equation (17), are solved 
numerically using Runge-Kutta-Gill's fourth order ap
proximation as described by Romanelli [21]. In general, more 
than fifteen terms are required for low values of non-
dimensional time, but for large values of nondimensional 
time, fewer terms suffice. The first twenty terms in the 
Fourier series were retained and a value of unity was assigned 
for the initial values of all Ar, and a value of zero was 
assigned for the initial value of all dAr/dt. More details about 
the scheme are given in [13, 19]. The growth rate of the 
average velocity perturbation is defined as 

w(t) = 

w2(z,t)dz Jo 

i: w2(z,t = 0)dz 

(24) 

The time at which the magnitude of this quantity reaches a 
value of 1000 is assumed to be the time of the onset of con
vection [13]. This choice appears to be arbitrary; but since for 
w > 102 the growth is rather exponential, the choice of a larger 
value of w does not alter the critical time significantly. It 
should be noted that Foster [13] has suggested that the results 
of linear stability theory may be valid even after the 
magnitudes of the disturbances are no longer infinitesimal. 

The criterion for marking the onset of convection and to a 
lesser degree the choice of the initial conditions may result in 
some error. However, the choices made here have proven to 
be satisfactory in predicting onset of convection [15]. 

The parameters of the system considered in this study are 
Ra, Pr, b/K, and c. The wave number of the perturbations, a, 
also affects the critical time. However, for a given Rayleigh 
number, Prandtl number, cooling rate, and b/K, the critical 
time has a minimum at a particular wave number. Figure 4 
shows the variation of the critical time as a function of wave 
number. The parameters are Ra=105, Pr = 0.1, 6/A'=104, 
and c= 104. The wave number corresponding to the minimum 
critical time, i.e., the wave number that grows the fastest, is 
called the critical wave number. 

The shape of the curve shown in Fig. 4 changed depending 
on the magnitude of Ra, b/K, and Pr. In general, for smaller 
magnitudes for these parameters, the curve showed a sharp 
minimum and as these magnitudes increased, the minimum 
was more shallow. 

The variation of critical time with Prandtl number is shown 
in Fig. 5. The parameters are Ra= 10*, b/K= 104, c= 104, and 
the wave numbers which correspond to the minimum critical 
time. The results show that as the Prandtl number decreases -
which is equivalent to increasing the thermal diffusivity - the 
critical time increases. As the effect of the upper surface 
cooling penetrates further and further into the layer, its ability 
as a destabilizing force decreases. Figure 5 also shows that 
critical time does not vary significantly with Prandtl number 
as long as Pr > 2. The Prandtl number applied here is based on 
an effective thermal diffusivity of the saturated porous 
medium. For example, in the experimental study of Katto and 
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Fig. 7 The effect of the cooling rate on the critical time: the 
parameters are S/K = 10 , Pr = 0.1, and the critical wave numbers 

The variations of the critical time with respect to II 
: the parameters are Ra = 105, VK = 104, c = 104 

Fig. 5 
number: 
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Fig. 6 The effect of the parameter S/K on the critical time: the other 
parameters are Ra = 105, Pr = 0.1, c = 104 and the critical wave numbers 

Masuoka [4] with gases, a typical value for Prandtl number 
was 0.1. 

The presence of the solid matrix delays the onset of con
vection. This is illustrated in Fig. 6. The parameters are Ra = 
105, Pr = 0.1, c=104, and the critical wave number. The 
variation of the critical time with respect to 5/K is relatively 
insignificant as long as 5/K< 104. 

The increase in the cooling rate of the upper surface, c, 
accelerates the onset of convection when other parameters are 
kept constant. Figure 7 shows the variation of the critical time 
with respect to the Rayleigh number for various cooling rates. 

The parameters are 8/K = 104, Pr = 0.1, and the critical wave 
numbers. For Rayleigh numbers less than the critical Rayleigh 
number for steady-state temperature distribution, i.e., 471.75 
(5/K), the transient cooling is the cause of instability. This is 
shown in Fig. 7, where the acceleration in the onset of con
vection is evident as the cooling rate increases. 

5 Conclusion 

The equations governing thermal convection in a saturated 
porous medium are developed using a combination of local 
volume averaging and empirical results [12]. The am
plification theory is applied to cases of free upper and lower 
surfaces. The time-dependent unstable temperature 
distribution is due to transient cooling of the upper surface 
with initial internal heating. The analysis is divided into two 
parts and the following summary is made 

1 Steady State: 
The critical Rayleigh number is found as a function of 5/K. 

The value of the critical Rayleigh number increases with 
increases in the value of 8/K with the following limits: 

Rac = 16992 , for 5/K=0 

Rac = 471.75 (5/K), for 5/K>10i 

2 Transient: 
The stability of the time-dependent temperature 

distributions with Rayleigh numbers less than the steady-state 
critical Rayleigh numbers is also considered, and it was found 
that: 

(a) The critical time incresaes as the Prandtl number 
decreases. 

(b) For a given Ra, there exists a value of 5/K below 
which the magnitude of 5/K does not alter the critical time 
significantly. 

(c) The effect of the cooling rate on the time of the onset 
of convection is shown quantitatively for a specific set of 
parameters. 
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Higher-Order Approximations for 
Darcian Free Conwective Flow 
About a Semi-Infinite Vertical Flat 
Plate 
Higher-order effects of Darcian free convection boundary-layer flow adjacent to a 
semi-infinite vertical flat plate with a power law variation of wall temperature 
(i.e., TwaxK for x>0) are examined theoretically in this paper. The method of 
matched asymptotic expansions is used to construct inner and outer expansions. 
The small parameter of the perturbation series is the inverse of the square root of 
the Rayleigh number. The leading term in the inner expansions is taken to be the 
boundary layer theory with the second-order term due to the entrainment effect, 
and the third-order term due to the transverse pressure gradient and the streamwise 
heat conduction. The ordering of the term due to the leading edge effect depends on 
the wall temperature distribution; this term is determinate within a multiplicative 
constant owing to the appearance of an eigenfunction in the inner expansion. Thus, 
the perturbation solutions are carried out up to this term. For the case of an 
isothermal vertical plate (\=0), the second-order corrections for both the Nusselt 
number and the vertical velocity are zero, with the leading edge effect appearing in 
the third-order term. For \>0, both the second- and third-order corrections in the 
Nusselt number are positive. The increase in surface heat flux is due to the fact that 
the higher-order effects increase the velocity parallel to the heated surface. The 
boundary layer theory for the prediction of the Nusselt number is shown to be quite 
accurate even at small Rayleigh number for 0<X<7/5. The higher order effects 
tend to have a stronger influence on the velocity distribution than the temperature 
distribution. These effects become more pronounced as X is increased from X= 1/3, 
or as the Rayleigh number is decreased. 

Introduction 
In the past decade, higher-order effects of convection 

boundary layer in a Newtonian fluid have received con
siderable attention. For example, higher-order ap
proximations for free convection boundary layers about a 
vertical flat plate at constant temperature have been analyzed 
by Yang and Jerger [1], Hieber [2], and Riley and Drake [3], 
while that for constant surface heat flux has been studied by 
Mahajan and Gebhart [4]. Riley [5] as well as Hieber and 
Nash [6] have obtained higher-order theories for free con
vection about a horizontal line source of heat. 

Recent interest on the utilization of geothermal energy has 
led to an upsurge in research activities on convection heat 
transfer in a porous medium. Based on the boundary layer 
approximation, Cheng and Minkowycz [7] have obtained 
similarity solutions for free convection about a semi-infinite 
vertical flat plate with a power variation of wall temperature, 
i.e., Twax}', where X = - 1/3, 0, and 1/3 correspond to the 
cases of a horizontal line source, constant wall temperature, 
and constant surface heat flux, respectively. As in the classical 
boundary layer theory, these solutions are valid for large 
Rayleigh numbers with effects of entrainments from the outer 
flow, the streamwise heat conduction, and the transverse 
pressure gradient neglected. The present paper is motivated by 
a desire to examine the magnitude of these higher-order ef
fects on the heat transfer and fluid flow characteristics 
especially at low to moderate values of the Rayleigh number. 

In the following, the method of matched asymptotic ex
pansions will be used to construct inner and outer expansions. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 30, 
1982. 

It will be shown that the small parameter of the perturbation 
series is the inverse of the square root of the Rayleigh number. 
The leading term of the series is the boundary layer ap
proximation, and the higher-order terms are obtained by 
matched asymptotic expansions. It will be shown that the 
second-order inner problem takes into consideration the 
entrainment effects, while the third-order inner problem takes 
into account the effects of the transverse pressure gradient 
and the streamwise heat conduction. A study of the eigen
values and the eigenfunctions of the associated homogeneous 
problem shows that the leading edge effect appear at the 
second-, third- and fourth-order terms for X= —1/3, 
-1 /3<X<0 and 0<X<1, respectively. For the case of an 
isothermal vertical flat plate (X = 0), the second-order 
corrections for both the Nusselt number and the vertical 
velocity are zero, whereas for X>0, both second- and the 
third-order corrections in Nusselt number are positive. For 
0< X< 1/3, the boundary layer approximation is shown to be 
accurate even at small Rayleigh numbers. In general, the 
boundary layer theory is found to be underestimating the 
Nusselt number, with the higher-order effects becoming more 
pronounced as X is increased from X = 1/3 or as the Rayleigh 
number is decreased. The entrainment along the edge of the 
boundary layer has a stronger effect on the increase of the 
surface heat flux than that of the combined effects of the 
transverse pressure gradient and the streamwise heat con
duction. The higher-order terms tend to have a strong in
fluence on the velocity distribution, and a lesser effect on the 
temperature distribution and the surface heat flux. 

Analysis 
The governing equations for steady, two-dimensional, 
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constant -proper ty , buoyancy-induced Darcian flow about a 
vertical impermeable heated surface in a porous medium are 
[8] 

$xt + fyyy = 1y 

a(T£i+T„)=Ti*t-Tf*s 

(1) 

(2) 

where x and y a re the coordinates along and perpendicular to 
the plate; p a , fi, and /? are the fluid density at infinity, the 
viscosity, and thermal expansion coefficient of the fluid; K 
and a are the permeabil i ty and the equivalent thermal dif-
fusivity of the porous medium; g is the gravitat ional ac
celeration; T is the tempera ture and \j/ is the s t ream function 
which is defined as 

u=\j/y, and v=—\j/ji (3) 

where u and v a re the Darc ian velocities in the x - and y -
direct ions. 

The bounda ry condit ions at the heat surface with a power 
law variat ion of wall t empera ture are 

x>0 (4a,ft) y = 0: & e = 0 , Tw = Ta>+Ax*. 

while tha t at infinity are 

y-oo ^ = 0 , t^tn (5«,ft) 

where tx is the temperature at infinity with A > 0 and - 1/3 
< X < 1 being the prescribed constants. The boundary 
condition for x<0 are 

y = 0:f=fa>,\i, = 0 (6a,ft) 

We now int roduce the following dimensionless variables 

* = • 

ALX p^gKpAL^ ' 
x=x/L, y=y/L 

where L is a characterist ic length. In terms of the dimen 

(7a,ft) 

Vc,d) 

sionless variables, the governing equations and boundary 
conditions are 

(8) 

(9) 

and 

ixx + iyy = ey 

eH0Xx + 8yy)=exi'y-~ey^x 

iPAx,0) = 0,0(x,0)=x*,x>0 (10) 

^(x,oo)=O,0(x,ao) = O,x>O (11) 

where e = 1/VRa with Ra denoting the Rayleigh number 
defined as Ra = p„K(}gALx+i/ixa. In the following we shall 
obtain a perturbation solution to equations (8-10) for which e 
is small. 

The Inner Expansions 

For e < < 1, we seek the inner expansion of the form 

t(x,y,e) =e[%(X,Y) +e*l(X,Y) +e2*2(X,Y) + . . .) 

(12a) 

(126) 

(13) 

6(x,y,e) =Q0(X,Y) +60,(^,7) +e2G2(^,y) + . . 

where the inner variables are given by 

X=x, and Y=y/e 

Rewriting equat ions (8-11) in terms of the inner variables and 
substi tuting equat ions (12) in the resulting equat ions leads to 
the following subproblems 

The First-Order Inner P rob lem: 

V0YY=Q0Y (14) 

QOYY — ^OX^OY~QOY'^OX (15) 

with boundary conditions 

*a*(*,0) = 0, e0(A-,0)=A^ (I6a,b) 

%Y(X,°°) = 0, e0(A-,oo) = 0 (16c,d) 

Note that equations (14-17) are the boundary layer theory for 

A 
Am 

B,„ 
cuc2, . . 

D 
fo*f\\fi 

g 
go,gi,gi 

h 
K 

K 

k 

Nomenc l a tu r e 

Nur 

P 
q 
r 

Ra, 
T 
u 

X = 

constant defined in equation (4b) 
constants defined in equation (75a) 
constants defined in equation (75ft) 
constants defined in equation (42) 
constants defined in equation (48a) 
dimensionless perturbation stream functions 
acceleration due to gravity 
dimensionless perturbation temperature 
functions 
local heat transfer coefficient 
permeability of the porous medium 
constant defined in equation (53ft) 
thermal conductivity of the saturated porous 
medium 
a characteristic length 
local Nusselt number 
pressure 
local heat transfer rate 
radial distance from the origin 
local Rayleigh number 
dimensionless temperature 
dimensionless Darcian velocity in the x-
direction 
dimensionless Darcian velocity in the y-
direction 
dimensionless inner coordinate 

x = dimensionless coordinate 
Y = dimensionless inner coordinate 
y = dimensionless coordinate 

Greek Symbols 
a = equivalent thermal diffusivity 

otm = exponent of the per turba t ion parameter 
iS = coefficient of thermal expans ion 
e = perturbation parameter 
7j = similarity variable 
9 = dimensionless inner t empera ture 
6 = dimensionless tempera ture 

A = constant defined in equat ion (46) 
X = constant defined in equat ion (4ft) 
p = density of the fluid 
H = viscosity of the fluid 
• = dimensionless inner s t ream function 
\j/ = dimensionless stream function 

Superscript 
= dimensional variables 

Subscripts 

oo = condit ion at infinity 
w = condit ion at the wall 
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the problem [7], which has neglected the effects of en
trapment from the edge of the boundary layer, the transverse 
pressure gradient, and the stream wise heat conduction. 

The Second-Order Inner Problem: 

*lyy = QlY (17) 

eiyY=(Q0X*lY + QlXy0Y)-(Q0Y*lX + QlY*0x) (18) 

with boundary conditions 

*1Jf(jr,o)=o,e,(jr,o)=o (i9«,ft) 
and * l r(A r ,oo) and 9,(^,00) match with the outer ex
pansions which remain to be carried out. 

The Third-Order Inner Problem: 

*2YY = 92Y-*0XX (20) 

Q2YY= (Q0X*2Y+®2Xy0Y) ~ (Q0Y*2X + Q2Y*0X) 

+ elx*lY-Qir*uc-Baxx (21) 

subject to the boundary conditions 

*2x (X,0) = 0, e2(X,0) = 0 (22a,b) 

and ~91Y(X,<x>) a n d ©2(^1°°) a r e to be matched with the 
outer expansions. Equations (20) and (21) show that the 
transverse pressure gradient {^axx) a r ,d the streamwise heat 
conduction (Q0xx) a r e taken into consideration in the third-
order inner problem. 

The Eigenvalue Problem. It is noted that the higher-order 
theory as given by equations (17), (18), (20), and (21) are 
linear and homogeneous. Thus, any nontrivial solution that 
satisfies these equations and their associated homogeneous 
boundary conditions is also a solution to the higher-order 
theory. To find the possible existence of these solutions, we 
add the terms eamdm(X,Y) and ea,"4im(X,Y) in equations 
(I2a,b) to give 

t(x,y,e) =el*0(X,Y) + e * , (X,Y) +e2*2(X,Y) 

+ ea^m(X,Y)+ ...] 

6(x,y,i) = e0(X, Y) + eG, (X, Y) + e202(X, Y) 

e^Qm(X,Y)+ . . . (23a,6) 

where am is the eigenvalue that will be shown to depend on X. 
Rewriting equations (8-11) in terms of the inner variables and 
substituting equations (23) in the resulting equations gives the 
following homogeneous equations for \pm and 9 m 

*,„yr = e m r (24) 

QmYY= (Q0X*mY+Qn,X*0Y) ~ {QoY*mX + 9mY*Ox) (25) 

Equations (24) and (25) are to be solved subject to the 
following homogeneous boundary conditions 

*m(X,0) = em(X,0) = 0 (26a,b) 

tmY(X,oo)=em(X,oo)=0 (21a,b) 

Equations (24-27) constitute an eigenvalue problem." The 
determination of the eigenvalue am and the eigenfunctions \pm 

and 9,„ will follow the procedures given by Chang and Cheng 
[9]. 

The Outer Expansions 

We now write the straightforward outer expansions of \p 
and 6 as 

t(x,y,e) =elt0(x,y)+ei,l(x,y) +e2Mx,y) 

+ e " ' » ^ M + 0 ( e " ) ] (28a) 

6(x,y,e) =e2[d0(x,y) +eddx,y) +e2d2(x,y) 

+ e^e,Ax,y)+0U")} (286) 

where the terms 0(ea'") are corrections due to the eigen-
solutions of the inner expansions with n>am. Again, the 
ordering of these terms depends on the value of the eigenvalue 
a,„, which, in turn, depends on X. It can be shown that there 
are no eigensolutions associated with the outer expansion for 
the present problem. 

Substituting equations (28) into equations (8-11) yields the 
following subproblems: 

The First-Order Outer Problem: 

V 2 ^ o = 0 (29) 

with the boundary conditions \j/0 (x,0) and 00 (x,0) match with 
the inner expansions at the edge of the boundary layer, and 
the infinity conditions 

$ay(x,oo) = 0 and 80(x,oo)=0 (3la,b) 

The Second-Order Outer Problem: 

v2h=e0y (32) 

Qoxtly - Ooytlx + Olx^Oy — 8lyi'0x= V20O (33) 

with the boundary conditions \ply (x,0) and dx (x,0) match with 
the inner expansions at the edge of the boundary layer, and 
the infinity conditions 

^ ( x . o o ) = 0 and 0j(x,oo) = O (34a,b) 

It is pertinent to note that the nonhomogeneous boundary 
conditions for higher order inner and outer problems are the 
results of matching. 

Solutions by the Asymptotic Matching Procedures 

We now obtain the solutions of the higher-order theory by 
the method of matched asymptotic expansions. 

The First-Order Inner Solution. Equations (14-17) admit 
similarity solutions of the form [7] 

x+i 

%=X 2 / „ ( , ) (35) 

e 0 =* x g 0 ( i j ) (36) 

where 

x-i 
•q=YX 2 (37) 

with/0(?j) and goO)) determined from 

fS = io (38) 

So = VoSo 2~/o£o ( 3 9 ) 

subject to boundary conditions 

/o(0) = 0, g0(0) = l (40«,6) 

/6(°°) = go(°°)=0 (41a,6) 

which has been numerically integrated by Cheng and 
Minkowycz [7], who show that X = - 1 / 3 , 0, and 1/3 
correspond to the cases of a horizontal line source, and a 
vertical plate with uniform wall temperature and with 
uniform heat flux, respectively. However, for higher-order 
theory, the cases of X = - 1/3 and 1/3 do not correspond to 
the cases of horizontal line source and uniform surface heat 
flux. 
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Table 1 Values of a„, /0(°°), g{(0), ^ (0) , and fi(0) for 
selected values of X 

«m 

/o(°°) 
*i(0) 

gi(0) 
7i(0) 

X = - l / 3 

1.0 

2.449 

* 
* 
* 

x=o 
2.0 

1.614 

0 

* 
* 

X = 0.1 

2.181 

1.495 

-0.1328 

-0.1942 

0.0121 

X=l /3 

2.500 

1.300 

-0.3272 

-0.2030 

0.0970 

X=l /2 

2.666 

1.200 

-0.4236 

-0.2452 

0.2023 

X=3/4 

2.857 

1.086 

-0.5381 

-0.4469 

0.5656 

'Values cannot be determined without a detailed analysis of the 
leading edge effect. 

The asymptotic behavior of g0 (77) and/ 0 (77) can be found 
from equations (38), (39) and (41) to give 

g0(y)~cle-<\asri~<x> (42a) 

/o('?)~./'o(°0)+C2e"1"', as 7;-oo (426) 

where Y = ( X + 1)/2/0(OO). It follows from equations (35), (36), 
and (42) that 

x+i 
* 0 (X, Y) = / 0 (oo )X 2 , as r - oo (43a) 

and 

Q0(X,Y)~0, as Y-oo (43b) 

Equations (43) are the matching conditions for \pQ and 6Q in 
the outer expansions. 

The First-Order Outer Solution. Equation (43b) shows that 
there is no temperature correction to the outer expansion. 
Consequently 

&o(x>y) = 0 everywhere (44) 

The function \j/0 is to be solved from equation (29) subject to 
the matching condition 

x+i 
f/o(<=°)* 2 , * > 0 

*oC*,0) = « (45) 
LP , x<0 

and the infinity conditions (31). It can be shown that the 
solution for \j/0 in terms of the polar coordinate (r, A) is 

+o(r,A) = 

x+i 

/o(°°)/- 2 

Km-] 
. r; 

sin -
X+l , 1 

sin| —^- (ir—A) (46) 

where r = \lx2 +y2 and A = tan ~' (y/x). Equation (46) is the 
induced streamlines in the outer flow due to a semi-infinite 
vertical plane sink along the x-axis. As seen from the outer 
flow, the vertical plate appears to be a semi-infinite plane sink 
with nonuniform sink strength. This can be shown by ob
taining the expression of the velocity perpendicular tq the 
plate from equation (45) and noting that /0 (oo) is positive (see 
Table 1). The induced flow imposes a positive velocity slip 
along the surface. Expanding equation (46) for A—0, one 
obtains 

Wrfl./.<-^{1-,<l±M|«[»±M,] 

(1 - X2) Y2 

v-2 
+ e2V!_2_/ l _ + 0 ( e 3 ) j (47a) 

and 

toy(r,0)=f0(<x>)x 
x+i 

2 
(1 + X) Y 

cot 

(1-A 2 ) y_ 

4 x2 ) (41b) 

The Second-Order Inner Solution. The governing equations 
for ^ i and 9] are given by equations (18-21) with the 
matching condition 

flY(X,<x)=DX 

91(X,oo) = 0 

x-i 
2 (48a) 

(486) 

where D = ' - (1 + X)/2 cot [(1 + X)/2TT] /0(OO). Note that 
equation (48a) is the matching condition from equation (476). 
Thus, the second-order inner problem takes into con
sideration the induced velocity at the outer of the boundary 
layer and the interaction of the outer irrotational isothermal 
flow and the inner boundary layer flow. It can be shown that 
the solutions of ̂ i and Qi are of the form 

x-i 

el=Dx 2
 gl(v) 

where/! (ii) andgi (77) are determined from 

f" = g{ 

g"+-T-foSl-
X - l 

-/o«i= W f 
2 u ° ' 2 

subject to the boundary conditions 

/ i(0) = g,(0) = 0 

/ ( (oo) = l andg i (oo)=0 

(49a) 

(496) 

(50a) 

(506) 

(51a,6) 

(52a,6) 

For the case of X = 0, the solution to equations (50-51) is 
gi(t))=0 and / i (TJ) = TJ. However since D = Q for X = 0, 
consequently ¥{ = 9 i = 0 for X = 0. For other values of X, 
gi (JI) a n d / (77) must be solved from equations (50) and (51) 
numerically. The asymptotic behavior of / , and gi can be 
obtained from equations (50) with the aid of equations (42) 
and (52) to give 

and 

gi (v) ~e yv> as ?7—oo 

f\ (V) ~»7 + «. as 77-00 

(53a) 

(536) 

where K is a constant (whose value depends on X) and can be 
determined only after equations (50-52) have been solved 
numerically. It follows from equations (49) and (53) that 

*I(X,Y)=D\YX 2 + K ] , 

9 , ( A ' , F ) - 0 , a s y - o o 

as F—oo 

and 

*ir(X.Y)--
X - i 

-DX 2 , as y - o o 

(54a) 

(546) 

(54c) 

The Second-Order Outer Solution. Solution to equation 
(33) with the matching condition (546), the infinity condition 
(346) and with the aid of equation (44) is 

0i (x,y) = 0 everywhere (55) 

In view of equations (44) and (32), the governing equation for 
ii is 
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Table 2 Local Nusselt numbers versus local Rayleigh numbers at selected values of X 

Rav 1st 
approx. 

10 1.403 
20 1.984 
50 3.137 

100 4.437 
200 6.274 
500 9.921 

1000 14.03 

X = 0 

2nd 
approx. 

1.403 
1.984 
3.137 
4.437 
6.274 
9.921 

14.03 

3rd 
approx. 

la) 
(a) 
(a) 
(a) 
(a) 
(a) 
(a) 

1st 
approx. 

1.655 
2.341 
3.701 
5.235 
7.403 

11.70 
16.55 

X = 0.1 

2nd 
approx. 

1.672 
2.358 
3.719 
5.252 
7.421 

11.72 
16.57 

3rd 
approx. 

1.734 
2.402 
3.746 
5.272 
7.434 

11.73 
16.57 

1st 
approx. 

2.140 
2.982 
4.787 
6.770 
9.574 

15.13 
21.40 

X= 1/3 

2nd 
approx. 

2.306 
3.194 
4.955 
6.940 
9.747 

15.31 
21.59 

3rd 
approx. 

2.371 
3.240 
4.984 
6.961 
9.762 

15.32 
21.59 

1st 
approx. 

2.434 
3.443 
5.444 
7.700 

10.88 
17.21 
24.34 

X = l / 2 
2nd 

approx. 
2.817 
3.826 
5.828 
8.085 

11.27 
17.60 
24.74 

3rd 
approx. 

2.896 
3.882 
5.864 
8.110 

11.29 
17.61 
24.74 

1st 
approx. 

2.821 
3.990 
6.309 
8.923 

12.61 
19.95 
28.21 

X = 3/4 

2nd 
approx. 

4.060 
5.229 
7.548 

10.15 
13.85 
21.18 
29.45 

3rd 
approx. 

4.208 
5.333 
7.614 

10.20 
13.89 
21.20 
29.45 

('"''Values cannot be determined without a detailed analysis of the leading edge effect 

V 2 ^ , = 0 (56) 

which is to be solved with the infinite condition equation (34a) 
and the following matching condition 

\M*,0) = 
DK,X>0 

0,*<0 

(57a) 

(51b) 

where equation (57a) is obtained from equation (54a). It can 
be shown that the solution for ypx in the polar coordinate (r.A) 
is 

lh(r,A) =Dn(l - £) (58) 

Expressing equation (58) in terms of (x,y) and expanding for 
small y yields 

Mx,y)=DK\l--+ . . . . 1 
L irx J 

=DK\\- — + 0 ( e 2 ) l , a s v - 0 
L H J 

and 

^\y(x,y)= -DK/ITX+ asj>—0 

(59a) 

(596) 

The Third-Order Inner Solution. The governing equations 
for ^ 2

 a n d ©2 a r e given by equations (21-23) with the 
matching conditions 

and 

3 * 2 

e2(x,<x)=o 

(i-x2) M°°)YX 
DK_ 

•KX 

(60a) 

(606) 

where equation (606) is obtained by matching with equations 
(476) and (596). It can be shown that the solution for ¥ 2

 a n d 
9 2 are of the form 

*2{X,Y)=X 2 Mr,) (61a) 

e2(X,Y)=g2(v)/X '(616) 

where/2 (TJ) and g2 (»?) are determined from 

g»+ —^-fQg{ +f(,g2 = Xgo/2 + —j-fiSo 

+ ( l - X ) [ ^ t f + ( ^ ) w * + *o]+JD
2-^/f*. 

(63) 

subject to the boundary conditions 

/2<0) = ft(0) = 0 (64a,6) 

i?-°°: /2 (<») = —-7— /o(°°)v , g 2 ( ° ° ) = 0 (65a,6) 
4 TT 

Eigenvalues and Eigenfunctions 

Following the procedures described by Chang and Cheng 
[9], the solution of the eigenfunctions *,„ and 9„, associated 
with the inner expansions as determined from equations 
(24-27) are 

%II=x{^'~a""fm(v) 

Q„,=X 2 g,„(ri) 

where/,,, and g,„ are determined from 

J m 8 m 

8 m + —^-fog'm - (X ^ Ol'»)fo8m = MJm 

X+l 

(66) 

(67) 

(68) 

(69) 

(70a,6) 

(71a,6) 

( l - a m ) g a / „ , 

subject to the boundary conditions 

/«(0)=*m(0) = 0 

fm(°°)=gm(°°)=o 
As in the classical boundary layer theory [2, 4], it will now be 
shown the ^ox and Qox turn out to.be one of the eigen
functions. To show this, we first differentiate equations (14) 
and (15) with respect to X. The resulting equation is identical 
to equations (24) and (25) if ¥ m = ^ox and 9,„ = Qox. 
Thus 

* „ , = * n 
X x - i 

2 KX+ll/b + ft-lfoffi] 

e m = Go*=x*~ ' [\g0 + -— ng&] 

(72a) 

(726) 

With the aid of equations (41) and (42), it can be shown that 
equations (72) satisfy the boundary conditions (26) and (27) 
only if X = 0. It follows from equations (72) that for X = 0 

*m = (fo-rifi)/ZfX (73a) 

em=-wi/2X (736) 

Comparing equations (73) with equations (66) and (67) with X 
= 0, one obtains 

« m = 2 (74a) 
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which are the eigenvalue and eigenfunctions for X = 0. For 
other values of X, the eigenvalues, am, and the eigenfunctions, 
fm and gm, must be found numerically from equations 
(68-72). Similar procedures can be used to show that although 
^or and 90r satisfy equations (24) and (25), they cannot 
satisfy the boundary conditions (26) and (27) and therefore 
are not eigenfunctions of the problem. 

Numerical Results and Discussion 
Eigenvalues. The eigenvalues a,„ were determined 

numerically from equations (68) and (69) subject to boundary 
conditions (70) and (71) and with the normalization condition 
fm (oo) = 1. The numerical integration were carried out by 
the Runge-Kutta method which integrated from i\ — oo 
backward to r; = 0 at the wall. The results for the smallest 
eigenvalue for each selected value of X is presented in Table 1. 

Higher-Order Theories for the Stream Function and 
Temperature. Equations (12) with equations (35), (36), (49), 
and (61) give 

X= 1/3 

• 
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e=Xxg0(ri)+eDx 2 gi(r;)+e2g2(r/) /X 

( X+l \ 

+ e«»>fimx 2 gm(v)+0(e")\ (756) 

where D = Q for X = 0. Note that the ordering of the term 
0(e"'«) depends on the value of am which in turn depend^ on X 
as indicated in Table 1. The constants Am and B,„ in equations 
(75) cannot be determined without a detailed analysis of the 
leading edge effects [10, 11], which are beyond the scope of 
the present paper. As a result, the perturbation series is 
truncated to the term 0(e") where n is an integer with n < am. 
Thus 

(0 fo rX= - 1 / 3 (with am = l) 

^ = €[x1/3/o(r))+0(e)] 

e=x-l/3g0(v)+0(e) 

(if) fo rX=0(wi tha m =2) 

^ = e[*1/2/0(7,)+0(e2)] 

e=g0(v)+0(e2) 

(»0 for 0 < X < 1 (with a,„ > 2) 

x+i _ \+± -. 
t = e[x 2 fo(.v)+zDfi(v)+e2x 2 f2 (if) +0(e")J 

x~i 

fl^goM+eQ* 2 « i ( » ) ) + ^ - 1 g 2 ( r ) ) + 0 ( e " ) 

(77a) 

(776) 

(78a) 

(786) 

where « < a„ 

(76a) 

(766) 

Equations (77) show that for X = 0 the boundary layer theory 
is actually accurate to the second order. 

The numerical results of the first-order perturbation 
functions/o (r/) and g0 (TJ) for selected values of X have been 
obtained by Cheng and Minkowycz [7]. The higher-order 
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^'-irK^M^-V-'-'H 
+ 5— g2(0) + 0(e°»0. forO<X<l 
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are negative (see also Table 2). The steeper temperature 
gradient at the wall given by the second- and the third-order 
theory is due to the increased vertical velocity within the 
boundary layer. As shown in Fig. 7, this leads to an increase 
in surface heat flux. For 0 < X < l / 3 , the boundary layer 
theory is shown to be accurate even at small Rayleigh num
bers. The boundary layer theory becomes less accurate as X is 
increased from X= 1/3. 

It is interesting to observe the differences and similarities of 
the higher-order boundary layer theory between a Darcian 
fluid (as obtained in the present paper) and that of a 
Newtonian fluid [1-3, 10-12]. In contrast to the Navier-
Stokes equations, the viscous effect along the impermeable 
heated surface is neglected in the Darcy law. In view of this 
difference, it is rather surprising to find that higher order 
theory for free convection adjacent to a semi-infinite vertical 
plate in a Newtonian fluid and a Darcian fluid has much in 
common. For example, consider the case of an isothermal 
plate in a Newtonian and a Darcian fluid. The second-order 
correction to temperature in the boundary layer is due to 
entrainments from the outer edge of the boundary layer, 
which are found to be zero (i.e., g{ (?j) = 0! (X, Y) = 0 for 
X = 0). Thus the expression for the local Nusselt number as 
obtained from the boundary layer theory is actually accurate 
to the second-order. In addition, for X = 0, the eigensolutions 
in both cases turn out to be the ^-derivative of the first-order 
solution. As in the Newtonian fluid, it is likely that a term of 
0(e2 In e) must be added in the inner expansion for X = 0 if we 

perturbation functions (fx, fi, g\, and g2) as given by 
equations (50-52) and by equations (62-65) for selected values 
of X were numerically integrated backward from rj —oo to -q = 
0 (at the wall) by means of the Runge-Kutta method. Table 1 
summarizes the results of g/(0),/2(0), and/0(oo) for selected 
values of X. Because of space limitations, only the results for 
X= 1/3 are displayed in Figs. 1-6. 

Figures 1 and 2 show the perturbation functions of/, and 
gi(i = 0, 1, 2) versus r) for the case of X= 1/3. It is noted that 
the functions/,- (?;) are all positive with/0 (oo) approaching a 
constant while/] (oo) increasing linearly with -q, as dictated by 
equations (42b) and (52b). On the other hand, while the 
function g0 (ij) is positive for all i), the functions gx and g2 are 
negative near the wall (see Fig. 2). This implies that the 
temperature distribution near the wall is smaller for higher-
order theory resulting in a steeper temperature gradient at the 
wall. The dimensionless temperature distribution, 6, as given 
by the higher-order theory is plotted in Figs. 3(a) and 3(b) for 
Rax = 20 and Ra^ = 100, respectively. It is noted that the 
magnitude of the higher-order corrections in temperature is 
small even at small Rayleigh number (i.e., Rax = 20). 

Higher-Order Theory for Velocity and Surface Heat 
Flux 

Higher-order theory for the vertical velocity and surface 
heat flux can be obtained by differentiating equations (75) 
with respect to y, which gives 

where Nu* = qx/k(T„ - Tx) is the local Nusselt number. 

The perturbation functions / [ (;' = 0,1,2) for the case of 
X= 1/3 are plotted in Fig. 4, which shows that their values are 
positive for the whole range of rj. It is relevant to note that 
/ / (ij) for this case is almost constant for the whole range of 77, 
indicating that the entrainments from the outer irrotational 
flow induce an almost constant vertical velocity across the 
boundary layer. Thus the higher-order effects increase the 
vertical velocity in the boundary layer. This is shown in Figs. 
5(a) and 5(b) for the case of Ra* = 20 and 100, respectively. 
As expected the magnitude of the higher-order corrections 
decreases as the Rayleigh number is increased. In comparison 
of Figs. 3 and 5, it is apparent that the higher-order terms 
have a stronger effect on the velocity than the temperature 
distribution. 

The corresponding perturbation functions, gj (( = 0,1,2), 
are plotted in Fig. 6 which shows that the temperature 
gradient at the wall (at T/ = 0) and its higher-order corrections 

should be interested in carrying out the complete solution for 
the third-order theory in the present problem. Note that in the 
classical case, the logarithmic terms are closely related to the 
behavior of the flow near the leading edge [11, 12]. The 
possible existence of the logarithmic terms and the details of 
the leading edge effect are beyond the scope of the present 
investigation. 

Concluding Remarks 

The problem of higher-order effects for Darcian free 
convection about a vertical heated plate with a power law 
variation of wall temperature is studied by the method of 
matched asymptotic expansions. The following conclusions 
may be drawn: 

1 The boundary layer theory tends to underestimate the 
local Nusselt number. For 0 < X < l / 3 , higher-order correc
tions in the local Nusselt number is small even at small 
Rayleigh numbers. 
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2 The effect of the entrainment from the outer irrotational 
flow along the edge of the boundary layer is of second-order. 
This effect induces a positive vertical velocity within the 
boundary layer, thus increases the local surface heat flux or 
the local Nusselt number. 

3 The effects of streamwise heat conduction and the 
transverse pressure gradient are of third-order. The combined 
effect tend to further increase the vertical velocity within the 
boundary layer, resulting in a further increase in the local 
surface heat flux or the local Nusselt number. 

4 The higher-order effects are stronger on the velocity than 
the temperature distribution. Their influence is more 
pronounced for X> 1/3 and at smaller Rayleigh numbers. 
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Natural Convection in a 
Rectangular Porous Cavity With 
Constant Heat Flux on One 
Vertical Wall 
Numerical solutions for two-dimensional, steady, free convection are presented for 
a rectangular cavity with constant heat flux on one vertical wall, the other vertical 
wall being isothermally cooled. The horizontal walls are insulated. Results are 
presented in terms of streamlines and isotherms, local and average Nusselt numbers 
at the heated wall, and the local heat flux at the cooled wall. Flow patterns are 
observed to be quite different from those in the case of a cavity with both vertical 
walls at constant temperatures. Specifically, symmetry in the flow field is absent 
and any increase in applied heat flux is not accompanied by linearly proportional 
increase in the temperature on the heated wall. Also, for low Prandtl number, the 
heat transfer rate based upon the mean temperature difference is higher as com
pared to experimental results for the isothermal case. Heat transfer results, further, 
indicate that the average Nusselt number is correlated by a relation of the form Nu 
= constant Ra*mA", where Ra* is the Rayleigh number and A the height-to-width 
ratio of the cavity. 

Introduction 

Natural convection in a porous medium has several im
portant geophysical and engineering applications. These 
include regenerative heat exchangers containing porous 
materials, high performance insulation for building and cold 
storage, solar power collection, underground spread of 
pollutants, and convection in the earth's crust [1, 2, 3]. 
Natural convection effects on heat transfer in a differentially 
heated rectangular porous cavity, with top and bottom walls 
insulated, is of fundamental interest in each of these areas. 
Several investigators [3-16, 22, 27] have presented analytical 
and experimental results for the case when both the vertical 
walls are at constant temperature. Analytical work includes 
numerical solutions, boundary layer solutions, integral 
analyses, and series solutions. Based on these past studies, 
various correlations, covering a wide range of Rayleigh 
number and cavity height-to-width (aspect) ratios, have been 
presented for heat transfer coefficients [3, 5, 9,12,14]. 

The purpose of the present paper is to examine the effects 
of free convection in a vertical porous cavity when a constant 
heat flux is applied at one vertical wall, while the other ver
tical wall is maintained at a constant temperature and the top 
and bottom are insulated (Fig. 1). The problem has been 
analyzed numerically for two-dimensional flow via finite 
difference solution to the governing equations. Flow patterns 
obtained over a wide range of Rayleigh number and aspect 
ratio exhibit a distinct difference from those when both the 
vertical walls are at constant temperatures. The effects of 
Rayleigh number and aspect ratio are qualitatively similar, 
but correlations for average Nusselt number are different 
from those in constant temperature case. 

For two-dimensional, steady free convection in a porous 
media where Darcy's law holds, the governing differential 
equations [1, 18] are 

ox dy 
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dx K 

dp M -f- +Pg+ £w = 0 
dy K 

>(VT) = aV2T 

(2) 

(3) 

(4) 

p = fir[l-p(T-Tr)] (5) 
Here, it has been assumed that the fluid properties are 

constant, except for the density variation in producing the 
buoyancy force. Viscous drag and inertia terms are neglected 
because their magnitudes are of small order compared to 
other terms. Thus, velocity slip at the bounding surfaces is 
permitted. Also, heat transfer by radiation is assumed to be 
small compared to conduction and convection, and hence is 
neglected in the formulation of the problem. 

Using dimensionless variables, equations (1-5) are trans
formed to the stream function form 

A2 *JL + # + 
dX2 dY2 = R a M 

de 
~d~x 

d 

a~Y' \ dX ) dX\ dY ) 
d2e d2e I 

~d~X2 + A 2 ~d~Y2 

(6) 

(7) 

where Ra* is the Rayleigh number defined in terms of the heat 
flux applied to the vertical wall, and A is the aspect ratio, 
L/D. 

The relevant hydrodynamic boundary conditions for no 
mass flux through the boundaries [14, 15] and the thermal 
boundary conditions are 

de 
^ = 0. —— = - 1 atJT=0 

OX 

^ = 0,0 = 0 a t X = l 

iA = 0, — = 0 a t y = 0 a n d y = l 

(8) 

(9) 

(10) 

Clemson, S.C. 29631. 

Numerical Method 

Finite difference equations are derived for equations (6) 
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Fig. 1 Vertical cavity, coordinate system, and thermal boundary 
conditions 

and (7) by integration over finite area elements. This ap
proach ensures that the conservation laws are obeyed over 
arbitrarily large or small portions of the domain and lends 
itself better to physical interpretation [20, 21]. Integration of 
the equations in a way as outlined by Gosman et al. [20] in
troduces upwind differences for the convective terms in the 
energy equation and is equivalent to second upwind dif
ferencing [21]. The successive substitution formula derived in 
this way satisfies the convergence criterion and is quite stable 
for many circumstances [20]. The method has been widely 
used by investigators to solve natural convection problems 
and is well documented in literature [20]. 

For solving the simultaneous algebraic equations thus 
obtained, a point iterative method is used which makes use of 
the new values as soon as they are available. Boundary 
conditions for the specified temperature gradients, to be 

Nu 

50 

20 

10 

5 

2 

1 

A 

a 

-

Home | 1 
Hoist 8 Aziz 1 A = l 1 
Walker a Homsy ^ 
Chan et al. ^J^*^ 
Vlasuk •'ZS^ 
Weber ,s-j?r 
Walker a Homsy ' S ^ 

(boundry layer solution) , O ^ 9 

Present method ->^® 

It 

A 

•"£» 

10 20 30 100 2 0 0 300 1000 2 0 0 0 5000 10000 

Ra 
Fig. 2 Results obtained by various workers for a square cavity with 
side walls maintained at constant temperatures 

consistent with the integral formulation for the system, are 
applied using two-point formula for the derivative. 

To test the present method of formulation and the finite 
difference scheme, calculations were run for the case where 
both the vertical walls are at constant temperatures. Various 
combinations of mesh sizes were used to select one which give 
better accuracy and requires less computational time. It was 
observed that the use of varying grids with fine mesh near the 
walls is advantageous and more reasonable for high Rayleigh 
numbers, owing to boundary layers on the vertical walls and 
significant changes in the magnitude and direction of 
velocities near the horizontal walls. To make a proper choice 
of mesh sizes, computations were done with 11 x 11 to 31 x 
31 uniform and nonuniform grid fields, for A = \. It was 
observed that a 21 x 21 mesh is a reasonably good choice. 
This has resulted in obtaining heat transfer results in excellent 
agreement with the reported values (Fig. 2) 

ForRa<200, the present results agree well with the 
numerical solutions of Chan et al. [5] and Vlasuk [7]. The 
agreement with Walker and Homsy's solution, using regular 
expansion in Ra, is quite good for Ra < 1000, though Valsuk's 
numerical results are a little higher for Ra>200. Similarly, 
the comparison with Walker and Homsy's boundary layer 
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P 

= aspect ratio, L/D 
= specific heat of fluid at 
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= heat transfer coefficient, 
W / m 2 - K 

= average heat transfer coef
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W/m2-K 

= permeability of porous 
medium, m2 

= effective thermal conductivity 
of the saturated porous 
medium, W/m-K 

= height of porous cavity, m 
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= pressure, Pa 
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= Prandtl number, via 
= heat flux at x = 0, W/m2 
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Mesh Size 

Fig. 3 Effects of mesh size on Nusselt number and CPU time, for 

Ra = 2000,4 = 5 

solution [14] seems to be quite favorable for Ra > 1000. At Ra 
= 10,000 the present value is only 3 percent lower than theirs. 
This agreement at high Ra, particularly with boundary layer 
solutions, is encouraging and shows that the solution 
procedure is acceptable. 

For the present problem, a 21 x 21 grid was used for A = 1, 
low Ra*, and a nonuniform grid was used for Ra* > 500. For 
a high aspect ratio, a proper choice of mesh size depends upon 
the values of Ra* and A. For small Rayleigh numbers 
(Ra*<500), a grid of 11 x 15 yields as accurate results 
(within 2.5 percent) as a grid of 15 x 17 yields for 
Ra* = 10,000, for A = 5. In general, the grid sizes selected for 
various combinations of Ra* and A are based upon a good 
compromise between the accuracy and computation time. For 
all test cases, the selected mesh size yields Nusselt numbers 
within 2 percent of the values obtained by using very fine grid 
sizes (see Fig. 3). The following are the grid fields used for the 
several aspect ratios considered in the present work. 

A Grid field 

0.5 31 x 21 
1 21 x 21 

>1 11 x 15 to 15 X 31 

A detailed discussion on mesh size is presented in [22]. 
For large Rayleigh number, the contribution of the source 

term in the momentum equation, equation (6), becomes 
larger, and hence convergence is affected. Use of successive 
underrelaxation for the stream function and overrelaxation 
for the temperature helps in overcoming this difficulty. For 
low Rayleigh number, suitable values for the relaxation 
parameters for \j/ and 6 vary between 0.7 and 1.0, and 1.5 and 
1.9, respectively, whereas for high Ra*, these vary between 
0.5 and 0.7 for if/, and 1 and 1.4 for 6. 

The upwind differencing used here is known to introduce 
damping by adding false diffusion to the solution. This effect 
in the present case is of very small order as compared to the 
true diffusion, owing to the upwind scheme being used for 
only one equation (the energy equation) and the small ratio of 
false to true diffusion. As suggested by Gosman et al. [20], 
this ratio may be approximated by 

£as0-36(-^)(4") sin(2<W (11) 

where V is the velocity, h the grid size, and </> is the angle the 
streamlines (or velocity vectors) make with coordinate system. 
With nonuniform grids where V is large (near the walls), h 
and sin (20) are very small (streamlines almost parallel to 
walls), and vice versa (in the core). This always leads to 
e< < 1 . 

For the present problem, 100 to 300 iterations are sufficient 
to satisfy an iterative convergence criterion of 0.1 percent for 
both \(/ and 0, which required a CPU time of 20 s to 90 s on a 

Fig. 4 Isotherms and streamlines for a porous cavity for Ra* = 50 and 
4 = 1 

Fig. 5 Isotherms and streamlines for a porous cavity for Ra* = 1000 
and 4 = 1 

Fig. 6 Isotherms and streamlines for a porous cavity for Ra* = 10,000 
and 4 = 1 

DEC-10 computer. It may be mentioned here that the number 
of iterations required in the present case is 1.5 to 2 times 
greater than those required for an isothermal heated wall 
problem, for the same grid size used in both the cases. To 
check the accuracy of the results, an overall energy balance 
has been used for the system. This energy balance compares 
heat transfer at x = D to input at x = 0. Generally energetic 
closure is achieved to within 3 percent for A > 1 and to within 
4 percent for A = 0.5. At x = 0, agreement between the applied 
heat transfer rate and the heat transfer rate into the porous 
media is within 0.05 percent. 

Results and Discussion 

Computations were conducted for a wide range of Rayleigh 
number, 10<Ra* < 10,000, with aspect ratios from 0.5 to 50. 
Flow patterns and temperature fields for some typical values 
of Rayleigh number and aspect ratio are presented in Figs. 
4-7. Compared to the case of constant temperatures at both 
vertical walls, temperature fields in the present case are quite 
different. Here, isotherms for any size of cavity start either 
from the heated wall or from the bottom and end at the top 
wall. Similar isotherm patterns have been reported for free 
convection in a nonporous vertical cavity by Said and Trupp 
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Fig. 7 Isotherms and streamlines for a porous cavity for Ra* = 1000 
and A = 5 

[23] and Balvanz and Kuehn [24], though no adverse tem
perature gradients or "S"-shaped isotherms [23] are observed 
for the present case. This change in the temperature field 
brings a noticeable change to the flow patterns near the heated 
wall as compared to those for the cavity with isothermal 
vertical walls [5]. The thermal boundary layer thickness in
creases upward on the hot wall and downward on the cold 
wall. Though the velocity boundary layer thickness on the 
cold wall increases in the same way as for the isothermal case 
on the heated wall, the growth is different and is largely due to 
the change in buoyancy effect. Streamlines close to the heated 
wall are observed to run parallel to the wall over significantly 
large portion of its extent. This behavior becomes more 
prominent as the aspect ratio is increased (Fig. 7). Flow 
patterns reported for nonporous cavities exhibit a very similar 
qualitative behavior [23, 24]. Further, owing to the strong 
boundary layer flow on the cooled wall, a shift in streamlines 
towards the right-hand top corner is observed. 

As expected, the temperature and velocity fields are strong 
functions of Rayleigh number and aspect ratio. As Ra* is 
increased (Figs. 4 to 6), isotherms shift toward the constant 
flux wall and left top corner, and streamlines move towards 
the top of the cold wall. This results in an asymmetric core 
flow. An increase in aspect ratio (Figs. 5 and 7) further pushes 
the isotherms towards the top of the heated wall, indicating a 
higher velocity near the upper boundary (e.g., compare 
streamline density at top and bottom of the cavity). 

The temperature distribution at the heated wall is presented 
in Figs. 8 and 9. At large Ra*, the temperature profile 
becomes almost linear over most of the wall, except for a 
change near the top and bottom. The effect is more prominent 
for large aspect ratio (Fig. 9). The reasons for this appear to 
be low velocity in the top left corner and the insulated top 
wall. Also, the increase in aspect ratio is seen to reduce the 
flow near the bottom left corner (Fig. 7). This, along with the 

Journal of Heat Transfer 

Fig. 8 Temperature distribution on the heated wall for a porous 
cavity with A = 1 

Fig. 9 Temperature distribution on the heated wall for several aspect 
ratios for Ra* = 1000 

insulated bottom surface, changes the temperature profile 
significantly near the botton edge for large aspect ratio (Fig. 
9). 

As expected, the ratio of maximum temperature to the 
minimum temperature on the heated wall increases as the 
Rayleigh number and/or aspect ratio increases (Figs. 8 and 9). 
Though the dimensionless temperature is indirectly 
proportional to the applied heat flux, it is not reduced in the 
same proportion as the heat flux is increased. This is a result 
of higher velocities at high Rayleigh numbers. 

The local Nusselt number on the heated wall in terms of the 
local temperature difference, Thy - T0, is given by 

Nuy=AY/dhy (12) 
Values of Nu,, are plotted in Fig. 10 against dimensionless 
height for various values of Rayleigh number with A = l. It 
can be seen that the local Nusselt number first increases and 
then drops near the top wall for Ra*>100. By recalling the 
results for local temperature on the heated wall, one can see 
that the local Nusselt number directly reflects the variation of 
0(Y). The maximum in the Nusselt number occurs at larger 
values of Y as Ra* is increased. However, it must always 
decrease at Y= 1, owing to lower convective velocities there. 
Similar behavior in the local Nusselt number is obtained when 
the aspect ratio is increased beyond unity. 
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Fig. 10 Local Nusselt numbers at the heated wall for various Rayleigh 
numbers in a porous cavity with A = 1 

T 1 1 1 r 

Fig. 11 Distribution of heat flux at the cooled wall for a porous cavity 
withd = 1 

Another quantity of practical value is the local heat flux 
relative to the applied heat flux at the cooled wall, that is, 

In Fig. 11, the distribution of local heat flux ratio is presented 
for a square cavity. It is seen that in the convection regime, a 
large percentage of heat is rejected along the upper 20 percent 
of the wall, with qL/q>5 for Ra*>1000, close to the top. 
This behavior in the local heat flux is consistent with the 
observed higher convective flow in the upper right-hand 
corner of the cavity (Figs. 4 to 7). 

Based upon the average temperature on the heated wall 

dm=V d(Q,Y)dY (14) 
Jo 

the mean Nusselt number is obtained as 

Nu= J - (15) 

This value of Nusselt number is important for design purposes 
because it directly gives the value of the average temperature, 
Thm, for any applied heat flux which, in turn, gives the order 
of temperatures to be encountered for any particular values of 
Ra* and A. The bound of temperature is then known. It has 
been observed that for Ra* < 10,000 and 0.5<yl<50, the 
ratio of the maximum temperature in the medium and the 
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Fig. 12 Variation of average Nusselt number for various values of 
aspect ratio 

mean temperature on the heated wall, 0max/0,„, never exceeds 
2.0. _ 

The results for average Nusselt number, Nu, for the 
25<Ra*<10 4 and 0.5 <A <50,_are presented in Fig. 12. In 
the so-called conduction regime, Nu approaches unity for all 
values of aspect ratio. An increase in heat flux is always 
associated with the increase in average heat transfer coef
ficient. In the boundary layer regime, Ra*>500, the mean 
Nusselt number can always be expressed by the relations of 
the form 

Nu = Constant Ra*'" (16) 

for any particular value of the aspect ratio. 
The dependence of mean Nusselt number on the aspect 

ratio is not easily stated. For a tall cavity, i.e., A >2 , the value 
of Nu always decreases as A is increased. Conversely, for 
A < 1, any decrease in A below unity also decreases Nu. It 
appears that the mean Nusselt number attains a maximum 
value for 1<A<2. For nonporous media,' Said and Trupp 
[23] have observed a similar behavior and have reported that 
the Nusselt number reaches a maximum and remains constant 
for \A<A <2. Chan et al. [5] report this maximum to occur 
at A «1.5 for the constant temperature case. Based on these 
results, it appears that the case of aspect ratio close to unity 
requires additional and special consideration (see Bejan [17]). 

With the present heat transfer results (Fig. 12), correlations 
for the mean Nusselt number can be expressed as 

Nu = 0.312 Ra*0Ali,A = l, Ra*>100 (17) 

Nu = 0.662 Ra* a 3 4 5 /4-°-3 2 8M>2, Ra*>200 (18) 

These correlations predict the mean Nusselt number within 2 
percent of the data obtained from numerical computation. 

The above correlations may be readily converted from Ra* 
to Ra, the Rayleigh number based upon the mean temperature 
on the heated wall. Thus, equation (18) becomes 

Nu = 0.533Ra0-52M-°-501 (19) 

where Ra* >200 and A >2. It is worth mentioning, also, that 
equation (19) is quite close to the correlation given by Walker 
and Homsy [14] 

Nu = (0.51±0.01)Raa5/l-0-5 (20) 

for isothermal case. Owing to the variation of temperature on 
the heated wall, this agreement between equations (19) and 
(20) is considered fortuitous. 

Since no experimental or analytical results are available for 
the problem considered here, a direct comparison is not 
possible. To analyze the difference between the isothermal 
vertical walls case and present one, a comparison with the 
results of Walker and Homsy [14], Weber [12], and Seki et al. 
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Fig. 13 Present heat transfer results compared with the results for the 
isothermal case, for 4 = 10 

[3J is presented. For tall cavities (A >2), the present results for 
Nu are 8 percent higher than Weber's results for Ra = 500. 
This difference increases as Ra increases, and for Ra= 10,000, 
the present results are 15 percent higher. Compared to Walker 
and Homsy's results, the differences are 20 percent and 26 
percent, respectively. With respect to the work of Seki et al. 
[3], which is an experimental study for the case of isothermal 
walls and a tall cavity (5 <A <26), including Prandtl number 
effect, the present results show a difference of 25 percent at 
Ra = 500 and 38 percent at Ra= 10,000 for P r= l . As the 
Prandtl number increases, this difference is greatly reduced. 
For Pr = 20, the_heat transfer is lower by 10 percent at 
Ra = 500, but for Ra = 10,000, it is higher by 9 percent. Thus, 
it appears that the Nusselt number is always larger in the 
present case compared to the analytical results for isothermal 
walls and is larger, at least, for low Prandtl number (Pr <20), 
compared to the experimental results of Seki et al. It may be 
noted that this effect of the Prandtl number on average 
Nusselt number has not been observed, to the authors' 
knowledge, in any previous analytical or numerical study of 
problems of this type. A similar conclusion has been derived 
for free convection in air-filled cavity by Said and Trupp [23], 
Also, the experimental results of MacGregor and Emery [25], 
for mixed boundary conditions, and Emery and Chu [26], for 
isothermal boundary conditions, for nonporous media, point 
to the same conclusion. A comparison of heat transfer results 
has been presented in Fig. 12 for ,4 = 10. 

Conclusion 
The numerical results obtained for free convection in a 

rectangular porous cavity with constant heat flux on one wall 
show a distinctly different flow pattern as compared to the 
case with isothermal vertical walls. Any increase in applied 
heat flux is found to increase the convective effects, but the 
temperatures are not observed to increase proportionately. 
Based on the mean temperature at the heated wall, it is 
possible to fix a bound for the maximum temperature in the 
porous medium. It is also observed that a large fraction of 
heat is rejected within a very small distance from the top edge 
of the cooled wall. Average Nusselt number is always higher, 
in the present case, than for the case with two isothermal 
walls. For a given heat flux, the Nusselt number is observed to 
attain a maximum value for 1<A<2. Based upon these 
results, two correlations can be derived for the average nusselt 
number, equations (17) and (18). However, experimental data 
are needed to verify the present results and the form of these 
correlations. 
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Corrective Heat Transfer in a 
Rectangular Porous Cawitw—Effect 
of Aspect Ratio on Flow Structure 
and Heat Transfer 
Two-dimensional steady natural convection in a porous rectangular cavity bounded 
by isothermal vertical walls at different temperatures and adiabatic horizontal walls 
has been studied numerically for aspect ratios less than unity and Rayleigh numbers 
up to W. Results indicate the presence of multicellular flow. Also, the average 
Nusselt number based on cavity width is observed to be a maximum in a restricted 
range of aspect ratio, depending on the Rayleigh number. Effects of aspect ratio are 
summarized by a family of curves for constant Rayleigh number, based on cavity 
height, for aspect ratios from 0.05 to 100. For a cavity with fixed height, the heat 
transfer rate always increases as the aspect ratio is increased, except when the flow 
exhibits boundary layers on the vertical walls. Criteria in terms of aspect ratio and 
Rayleigh number have been established for the existence of different flow regimes. 

Introduction 

Natural convection in porous media has recently received 
considerable attention due to the increasing interest in high 
performance building insulation and geothermal operations. 
A wide range of application, such as to heat exchangers, solar 
power collectors, energy efficient drying processes, un
derground spread of pollutants, and the like, has led to the 
large number of publications in this area. Convective heat 
transfer in a rectangular porous cavity, whose vertical walls 
are maintained at two different temperatures and horizontal 
walls are insulated, is a problem fundamental to this area, 
which has received attention by many investigators [1-15]. 
Analytical work reported includes numerical results by Chan 
et al. [1], Vlasuk [3], Hoist and Aziz [4], Bankvall [6], Burns 
et al. [8], Hickox and Gartling [14], and Prasad and Kulacki 
[15], and boundary layer analyses by Weber [7], Walker and 
Homsy [9], and Bejan [12]. Simpkins and Blythe [13] have 
presented integral solutions, whereas approximate solutions 
have been obtained by Walker and Homsy [9], and Bejan and 
Tien [10], Important experimental results are due to Klarsfeld 
[2], Hoist and Aziz [4], Bories and Combarnous [5] and Seki 
et al. [11]. Based on these studies, various correlations have 
been reported for the average Nusselt number for square 
{A = 1) and tall {A>2) cavities [5, 7, 9, 11, 15]. 

Though the published results for the rectangular cavity 
cover wide ranges of Rayleigh number and aspect ratio, most 
of them have been limited to A>\. For low aspect ratio, 
A < 1, very few reports are available in the literature. Chan, 
Ivey, and Barry [1] were the first to present heat transfer 
results, obtained via finite difference solutions, for ^4>0.2 
and Ra* =20, 50, and 100. Bejan and Tien [10] have recently 
reported an approximate analytical method valid for A < < 1. 
Walker and Homsy [9] have also suggested a method for long 
shallow cavities which employs a matched asymptotic ex
pansion in the aspect ratio when A-~ 0. The most recent work 
is due to Hickox and Gartling [14], who have used a finite 
element solution technique to obtain heat transfer results for 
0.1 <A <0.5 and 25 < Ra^ <200. Heat transfer results for low 
Rayleigh number are also due to Bankvall [6] and Burns, 
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Chow, and Tien [8], both via numerical solutions. To our 
knowledge, no experimental results are available for low 
aspect ratio cavities. 

In spite of the aforementioned work for the shallow cavity 
and quite a good number of reports for tall cavities, there is a 
gap in the heat transfer literature for low aspect ratios in the 
vicinity of A = 1. This is due to the fact that analytical results 
are accurate for either A > > 1 [7,8, 9, 12] or A << 1 [9, 10], 
and the available numerical results do not provide enough 
information for A < 1 for a wide range of Rayleigh number. 

The object of the present study is to fill this gap and provide 
a basis for the validity of the approximate analyses presented 
by Bejan and Tien [10] and by Walker and Homsy [9]. 
Further, the effects of aspect ratio on flow behavior and heat 
transfer rates have not been reported thus far, say, in the case 
where a long shallow cavity is changed to a tall one. 
Knowledge of this behavior is very important'for the design of 
thermal insulation systems and other applications. For 
example, one may be interested in knowing the proper 
thickness of insulation if heat transfer is to be reduced. For a 
tall cavity, an increase in the width will decrease heat transfer 
unless a combination of Rayleigh number and aspect ratio are 
reached where a boundary layer flow is established on the 
vertical walls. Beyond this point, average Nusselt numbers are 
weakly dependent on aspect ratio [15]. If the cavity width, D, 
is further increased, thus lowering the aspect ratio even more, 
information is lacking on any subsequent changes in the flow 
structure and heat fluxes to the walls. Consequently, the 
effects of aspect ratio on heat transfer and flow behavior have 
been investigated for 0 .05<A< 100. It is observed that the 
Rayleigh number based upon cavity height, Ra / , is more 
appropriate parameter than Ra* to study the effects of aspect 
ratio on heat transfer rates. 

Formulation and Solution 

Consider a fluid-saturated porous layer enclosed by two 
isothermal vertical walls at temperatures Th and Tc, Th > Tc, 
and two adiabatic horizontal walls (Fig. 1). All walls of the 
cavity are further assumed to be impermeable. In the porous 
medium, Darcy's law is assumed to hold, the fluid is assumed 
to be a normal Boussinesq fluid, and the viscous drag and 
inertia terms of the momentum equations are neglected 
because their magnitudes are of small order compared to 
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Fig. 1 Two-dimensional porous layer subjected to an end-to-end 
temperature difference 

other terms for low Darcy numbers and low particle Reynolds 
numbers. Owing to the last assumption, velocity slip at the 
wall is permitted. 

With these assumptions, the conservation equations for 
mass, momentum, and energy for steady, two-dimensional 
flow in an isotropic porous medium are [16] 

dp 

dx 

du 

dx 

- + 

+ 
dv 

dy 

K 

= 0 

-f- +pg + £i> = 0 
dy K 

dT dT 
u—— +v—— 

dx dy 
•«[ 

d2T Q2T 

+ -dx2 dy2 

where 

(1) 

(2) 

(3) 

(4) 

(5) p = p f [ l - 0 ( r - 7 V ) ] 

Expressed in dimensionless variables and transformed to the 
stream function form equations (1-5) can be rewritten as 

d2^ d2i dd 
dX2 „ = R a M 

dY2 dX 
(6) 

d^ dd 

~dX JY 

d^ dd 

JY JX 
i d2e 

dX2 A2 dY2 (7) 

where Ra* is the Rayleigh number based on cavity width. 
The relevant hydrodynamic and thermal boundary con

ditions are 

* --

+ --

+ = 

= 0, 0=1 a t X = 0 

= 0, 9 = 0 atAT=l 

dd 
= 0, =0at y = 0 a n d Y=\ 

(8) 

(9) 

(10) 

Equations (6) and (7)1 are transformed into finite dif
ference equations using the scheme developed by Gosman et 
al. [17]. The method is based on integrations of the equations 
over finite area elements and ensures that the conservation 
laws are obeyed over suitably large or small portions of the 
domain. The solution technique is well described in the 
literature [17, 18] and has been widely used for natural 
convection problems. The applicability of the method and the 
accuracy of the results for heat transfer in a porous rec
tangular cavity had already been discussed by the authors [19, 
20]. 

For the present work, a mesh of 41 X 21 has been used for 
very low aspect ratios, whereas for A > 0.5, a mesh of 31 x 31 
was used. These mesh sizes gave an average Nusselt number 
within 2 percent of the asymptotic value predicted by 
calculations with a much finer mesh. In each case, varying 
grids were used in both x- and y- directions for Ra*>200, 
whereas for lower Rayleigh numbers uniform grids were 
employed. In the case of varying mesh size, very fine grids 
were used near the walls, which increased gradually toward 
the center of the cavity. This was found to be quite helpful, 
especially at high Rayleigh numbers, owing to boundary 
layers on the vertical walls and significant changes in the 
magnitude and direction of velocities near the horizontal 
walls. Mesh sizes of the order of 0.005 were used near the 
vertical walls for Ra*>2000. A point iterative scheme was 
used to solve the system of algebraic equations, with the help 
of relaxation parameters. For low Rayleigh numbers, 
overrelaxation of temperature helped in obtaining faster 

For derivation of the finite difference equations the divergence form of 
equations (4) and (7) is used. 

Nomenclature 

A = 
c = 

D = 

h = 

K 

km — 

L 
Nu 

Nu, 

P = 

aspect ratio, L/D 
specific heat of fluid at 
constant pressure, J/kg-K 
width of porous cavity, m 
acceleration due to gravity, 
m/s2 

average heat transfer 
coefficient on heated wall, 
q/(Th - Tc), W/m2-K 
permeability of porous 
medium, m2 

effective thermal con
ductivity of the saturated 
porous medium, W/m-K 
height of porous cavity, m 
Nusselt number based on 
cavity width, hD/km 

Nusselt number based on 
cavity height, hL/km 

pressure, Pa 
heat transfer rate per unit 
area, W/m2 

Ra* 

Ra,* 

T 
AT 

v = 

x,y 
x 

Y = 

Rayleigh number based on 
cavity width, 

pgQKDAT 

Rayleigh number based on 
cavity height, 

pgPKLAT 

/XOf 

temperature, K 
tempera ture difference, 
Th -Tc, K 
Fluid velocity in ^-direction, 
~(a/D)(d^/dY),m/s 
fluid velocity in ^-direction, 
(aL/D2)(dtp/dX), m/s 
Cartesian coordinates, m 
dimensionless distance on x-
axis, x/D 
dimensionless distance on y-
axis, y/L 

Greek Symbols 
a = thermal diffusivity of 

porous medium, km/pc, 
m2/s 

(3 = isobaric coefficient of 
thermal expansion of fluid, 
K"1 

6 = dimensionless temperature, 
(X- Tc)/(Th - Tc) 

jx = dynamic viscosity of fluid, 
kg/m-s 

p = density of fluid, kg/m3 

\p = stream function 

Subscripts 
c = cooled wall 
h = heated wall 
r = reference value for equation 

(5) 
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Fig. 2(a) 
bottom) 

Isotherms for 4 =0.7, Ra* = 100,1000, and 10,000 (from top to 
Fig. 2(b) Streamlines for A •• 
to bottom) 

•• 0.7, Ra* = 100,1000, and 10,000 (from top 

convergence whereas for high Rayleigh numbers, un-
derrelaxation of stream function, ip, was more helpful. The 
value of overrelaxation parameter used was as High as 1.9, 
and a suitable value of underrelaxation parameter was be
tween 0.6 and 1. A detailed discussion on mesh sizes and 
relaxation parameters is presented in [20]. 

To check the accuracy of the results, an energy balance was 
used for the system. This energy balance compares heat 
transfer at x = D to input at x = 0. For 70 percent of the cases 
reported here, the energy balance was satisfied within 1 
percent, whereas for the rest, it was within 3 percent. Fur
thermore, a close agreement between our results and that 
reported by Hickox and Gartling [14], and other investigators 
[1, 6, 9, 10] shows that the present numerical scheme yields 
very good results for the shallow cavity (see Fig. 6). A detailed 
comparison of the results will be presented later. 

To satisfy the convergence criterion of 0.1 percent for both 
\p and 8 throughout the domain, 250 iterations were sufficient 
in most cases. In some instances, the number of iterations 
required for convergence was less than 100. The CPU time 
required for convergence was always less then 50s on a DEC-
10 computer. 

Results and Discussion 

Flow Regimes. Before the results for various ranges of 
aspect ratio and Rayleigh number are presented, it is wor
thwhile to discuss the different flow regimes encountered in 
free convection in porous enclosures. Convective heat transfer 
in a porous cavity is usually classified as belonging to the 
conduction, the asymptotic, and the boundary layer flow 
regimes. 

As the temperature of the hot wall begins to rise, energy is 
first transported to the cold wall by pure (i.e., molecular) 
conduction, and the Nusselt number is unity. A larger tem
perature difference results in a moderate circulatory parallel 
flow, the core temperature still being independent of y. This 
situation is achieved either for Ra*—0 and finite A or for 
A-*0 and finite Ra*, and is referred to as conduction flow 
regime. This flow regime may also be encountered for any 
fixed Ra* if A — oo. A convenient limit for this regime may be 
when the temperature gradient at the cavity center differs by 
10 percent from its value at Ra* =0 [21]. This usually results 
in about 10 percent increase in average Nusselt number for the 
present case. 

Any further increase in the Rayleigh number enhances the 
stratification in the core, and the contribution of heat transfer 
by convection near the walls increases. This situation is 
termed asymptotic flow. 

Finally, a sufficiently large temperature difference across 
the cavity causes a boundary layer flow in which the dominant 
mode of heat transfer is convection. A convenient charac
terization is usually based upon the slope of the Nusselt 
number curve on In (Nu) versus In (Ra*) plot, the slope being 
constant for the boundary layer regime. Another criterion can 
be obtained from the tall cavity results, which show that the 
aspect ratio effect is very weak in this flow regime [15]. The 
criterion that the horizontal temperature gradient at the cavity 
center equals to zero, as used for newtonian fluids [21], 
cannot be employed here. This is because 90/9^(0.5,0.5) is 
negligible only at very high Rayleigh numbers, whereas the 
boundary layer effects dominate the heat transfer at much 
lower values of Ra*. This has been adequately demonstrated 
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Fig. 3(a) Isotherms for A = 0.1, Ra* = 100,1000, and 10,000 (from top to 
bottom) 

Table 1 Rayleigh number at which flow structure changes 
from unicellular to multicellular and vice versa 

Multicellular flow starts 
at Ra* greater than 

0.9 
0.7 
0.5 

0.3 

0.2 

0.1 

1000 
100 
50 

75 

100 

200 

Flow is again uni
cellular when Ra* is 

5000 
10,000 

greater than 
10,000 

1̂  = 1.1' 0.9 

i// = 0 

0.6' 0.3 07" 
3 6 9 II .12.3 

Fig. 3(b) Streamlines for A =0.1, Ra* = 100,1000, and 10,000 (from top 
to bottom) 

by the experimental results of Klarsfeld [2]. The present 
calculation shows that the temperature gradient, 88/dX, at the 
cavity center is -0.261 for Ra* = 500 and -0.096 for 
Ra* = 1000 when the aspect ratio is 5. 

A somewhat different situation arises when A £ 0.5. For the 
shallow cavity, the conduction in the core is not negligible 
even at high Rayleigh numbers (see Figs. 3(a) and 4), although 
the heat transfer is mainly by convection through the 
boundary layers on the hot and cold walls. Hence, between 
the conduction regime and the boundary layer flow regime, 
two different situations (for A S0.5) can exist: one when the 
boundary layer effects are small and the other when the 
boundary layer effects on heat transfer are not small but 
conduction in the core is also not negligible. The former will 
continue to be designated as asymptotic flow whereas the later 
will be referred as the "pseudo boundary layer" regime. The 
significance of this designation is that heat transfer is mainly 
by convection through wall boundary layers and by con
duction through the core. 

Multicellular Flow. Results obtained for 0.05 <A<,0.9 
and 25<Ra*<10 4 show a distinct change in the flow 
structure as compared to that in square and tall cavities. In the 
present case, more than one convective cell has been observed, 
whereas no such behavior has been reported so far for A a 1. 

Figures 2 to 4 show that the flow field comprises a primary 
cell of relatively high velocity, circulating around the entire 
enclosure and, for specific combinations of A and Ra*, 
secondary cells near each vertical wall appear, e.g., ,4=0.7 
and Ra* = 1000. The secondary cells are located outside the 
boundary layers and are separated by an almost stagnant 
core. As a consequence, the secondary flow velocity is much 
lower than that of the primary circulation. Streamlines for the 
secondary flows are skewed toward the starting corners for 
the wall boundary layers owing to the existence of adiabatic 
horizontal boundaries. In the range 0.1 < ,4 < 0.9 and for 
Ra*< 10,000, the flow patterns exhibit two secondary cells, 
whereas for somewhat lower aspect ratios, a few more such 
cells may be expected to appear. The flow pattern obtained 
for A =0.05 and Ra* = 10,000 (Fig. 4) shows the presence of 
four secondary cells and supports this idea. 

Multicellular flow appears immediately after aspect ratio is 

Table 2 
various 

\Ra* 
A 

0.9 
0.7 
0.5 
0.3 

Selected values of average Nusselt number, 
Rayleigh numbers and aspect ratios 

50 

1.96 
1.69 
1.43 
1.13 

200 

5.13 
4.70 
3.81 
2.33 

1000 

14.19 
13.51 
14.21 
10.66 

5000 

35.49 
38.95 
43.68 
41.46 

Nu, for 

10,000 

50.20 
55.52 
62.58 
67.00 

reduced below unity. Two locations for the maximum value 
of the stream function appear at Ra* = 1000 for A =0.9, and 
at Ra* = 2000, the flow is found to be multicellular. This flow 
structure does not persist, and as Ra*— 5,000 unicellular flow 
reappears. A similar behavior is observed for ,4=0.7. The 
multicellular patterns start appearing as soon as the Rayleigh 
number is increased beyond 100 and is well developed at 
Ra* = 1000. If Ra* is further increased beyond 5000, the 
secondary flow weakens and at Ra* = 10,000 unicellular flow 
again prevails (Fig. 2(b)). 

At ,4=0.5 , the flow becomes multicellular for Ra*>50, 
but any further decrease in aspect ratio delays the appearance 
of more than one recirculating cell (see Table 1). For A =0.3, 
multicellular flow emerges for Ra*>75. Flow patterns 
reported by Hickox and Gartling [14], for A = 0.3 show that 
the maximum value for the stream function exists at two 
locations for Ra* = 167, and convective cells are well 
developed at Ra* = 667. For , 4=0 .1 , the multicellular 
behavior appears at Ra* =200, but even at Ra* = 1000, these 
cells are very small (Fig. 3(b)). 

The emergence of two locations for the maximum value of 
the stream function and the start of multicellular flow 
strongly depend on the aspect ratio as does the return to 
unicellular flow. At least for ,4<0.7, multicellular flow is 
initiated in the asymptotic flow regime and continues to the 
pseudo boundary layer regime. Based upon the results ob
tained in this study, one can state a criterion for the start of 
multicellular flow as 

Ra*>22.5/A, ,4<0.5 (11) 
The length and scope of the present work do not permit a 

thorough discussion on the effect of multicellular flow on the 
heat transfer and the reason for the appearance of more than 
one recirculating cell. It is speculated that a multicellular flow 
reduces the Nusselt number at a constant value of Ra*(A) via 
an increase in the dissipation of kinetic energy; also, the 
recirculating flows near the vertical walls tend to deliver 
nearby fluid back to the wall and, thus, decrease the average 
temperature gradient there. Since the present calculations are 
not extensive enough to permit an investigation of local 
stability, one cannot speculate on the mechanism or reason 
for appearance of the multicellular flow. 

Temperature Field. In the so-called conduction regime, 
the isotherms are almost parallel to the vertical wall but start 
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Fig. 4 Isotherms and streamlines for A = 0.05 and Ra* = 10,000 
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Fig. 5 Temperature distribution at vertical midplane, X = 0.5 

changing direction when the Rayleigh number is increased 
such that the flow proceeds to the boundary layer regime. At 
large Ra*, horizontal temperature gradients in the core region 
are quite modest, and the flow field appears to be nearly 
stratified, for / Is0.5 (see Fig. 2(a)). As the aspect ratio is 
reduced, dd/dX at any height increases for a fixed Rayleigh 
number (Figs. 2 to 4). This is true even for very high Ra* and 
shows that the pseudo-boundary-layer flow regime is ex
tended as A is decreased. However, the Rayleigh number 
where the nearly stratified situation prevails depends on the 
aspect ratio. 

For low Rayleigh number, the temperature profiles at 
midheight, F=0.5, are almost linear and very close to each 
other in the core region. As Ra* is increased, the character of 
the profiles changes, and sharp drops in temperatures are 
observed near the walls due to boundary layer effects. 
Generally, when A>0.1, temperature profiles are nonlinear 
in both the wall and core regions, for moderately high 
Rayleigh numbers. This points out a limitation inherent in the 
approximate approaches [9, 10], which use a linear tem
perature distribution in x and are thus inaccurate in predicting 
temperatures in the core region, at least for high Rayleigh 
numbers. 

Temperature distributions at X=Q.5 have been plotted for 
Ra* = 100 and 5000, and for A =0.1, 0.2, and 0.5 in Fig. 5. In 
each case, the temperature profile is linear in a small portion 
of the core region, but the gradient is a function of Ra* and 
A. A variation in the aspect ratio for low Rayleigh number is 
associated with a large change in slope, whereas for large Ra*, 
the gradient changes fast when A is increased beyond 0.1. As 
/I—0.3, the variation of the gradient is slight. The tem
perature profiles for A =0.3 and 0.5 are very close at 
Ra*=5000. The dimensionless temperature at the cavity 
center (X- 0.5 and Y= 0.5) is very close to 0.5 and agrees with 
the condition used in the approximate analyses of Walker and 

Fig. 6 Variation in Nusselt number for shallow rectangular cavities, 
A < 1 , and comparison with previous results 

Homsy [9] and Bejan and Tien [10] based upon the centro-
symmetric property of the system. 

Heat Transfer. Heat transfer results in terms of Nusselt 
number are presented in Fig. 6 and Table 2. In the conduction 
regime, Nu — 1 for all values of A. This is followed by the 
asymptotic and boundary layer flow regimes for A >0.5 and 
by the asymptotic, pseudo boundary layer and boundary layer 
flow regimes for A £ 0.5. As discussed previously, the start of 
these flow regimes is strongly dependent on aspect ratio. The 
Rayleigh number at which any of the above regimes starts, 
increases very rapidly as the aspect ratio is decreased. 

First, the conduction regime gets extended very rapidly with 
a reduction in height to width ratio. For A =0.2, this regime 
ends at Ra* = 100, whereas for ,4=0.05 it continues up to 
Ra* = 1500. Similarly, the Rayleigh number ranges for 
asymptotic and pseudo boundary layer flows are also ex
tended. Consequently, pure boundary layer flow starts at 
much higher Rayleigh number. For A =0.3 this situation 
arises at Ra* =2000 whereas for A =0.2 the appropriate Ra* 
is greater than 7000. 

The curves for Nusselt number versus Rayleigh number are 
seen to cross depending upon Ra* and A (Fig. 6). Generally, 
the role of aspect ratio is the dominant factor for any constant 
Ra*. The implication is that there are certain critical values of 
A for which Nu is a maximum with Ra* fixed. This critical 
value, or range of critical values, is a strong function of Ra* 
and does not support the idea that Nusselt number is always 
maximum for 1 <A <2 [1]. 

In general, the slope of the Nusselt number curve (Fig. 6) is 
higher in the asymptotic flow regime and is lower for the 
boundary layer flow. For 0.5 <A < 1, the slope of the curve is 
observed to further decrease at very high Rayleigh numbers. 
Qualitatively, this is similar to the observation made by 
Shiralkar, Gadgil, and Tien [22] that the slope of'this curve 
decreases as the Rayleigh number is increased for high 
Rayleigh number convective heat transfer in nonporous 
shallow cavity. For lower aspect ratios the change in slope is 
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Table 3 Values of C and m for equation (12) 

For Ra* 
C m greater 

than 
0.1 
0.07 
0.05 

2.5 x 10" 
8.1 x 10-
7.9 x 10" 

1.27 
1.57 
1.21 

2000 
3000 
4000 

due to the change in flow regime (from pseudo boundary layer 
to boundary layer flow). 

Further, in the psuedo boundary layer regime the slope of 
the curve for Nusselt number increases as the aspect ratio is 
decreased. The behavior does not continue forever. The slope 
at A =0.05 is lower than that for A =0.07, which indicates 
that the slope is maximum between these values (see Table 3). 
From Fig. 6, it can also be observed that the slope of the 
Nusselt number curve remains almost constant for a larger 
part of the pseudo boundary layer regime. Hence, it is 
possible to predict the Nusselt number by a relation 

Nu = CRa (12) 

where C depends on the apsect ratio. For A =0 .1 , 0.07, and 
0.05, the values of C and m with lower bounds of Rayleigh 
number, are given in Table 3. The upper bounds of Ra* 
depend upon the extent of pseudo boundary layer regime. 

Also in Fig. 6, the present heat transfer results are com
pared to the results of several prior studies [1, 6, 9, 10, 14]. 
Though the values obtained by Hickox and Gartling [14] are 
very limited, they are in excellent agreement with the present 
Nusselt numbers. For /I =0.1 , their Nusselt numbers agree 
almost exactly and at other values of A, the agreement is 
within 5 percent. The Nusselt numbers obtained by Chan et al. 
[1] for A > 0.2 and Ra < 100 also agree well despite their use of 
a coarse mesh. Agreement between the results of Bankvall [6] 
and the present work is also quite good. 

The values of Nusselt number obtained by Bejan and Tien 
[10] have been compared to the present results for /4<0.5 . 
For low Rayleigh number and/or very low aspect ratio, the 
difference between the present results and theirs is quite small, 
but for high Ra*, it is quite appreciable. For example, at 
Ra* = 1000 and A = 0.2, Nusselt numbers differ by 35 percent. 
This is most probably a result of the assumptions of parallel 
flow in the core and a linearly varying core temperature, 
which are, in retrospect, best applied to low Ra* and very low 
A. Recalling the prior discussion of the flow field, one can see 
that streamlines are not parallel to the insulated walls even at 
moderate Ra*. Also, the presence of multicellular flow does 
not produce a negligible vertical velocity in the core flow (e.g., 
Fig. 2(6) and 3(6)). 

Similar arguments are applicable to the assumptions made 
by Walker and Homsy [9] for solving the problem by 
asymptotic expansions. A reasonable agreement could be 
obtained only for A = 0.2, 0.1, and 0.05 for Rayleigh numbers 
up to 1000, 2000, and 4000, respectively. In the case of the 
work of Bejan and Tien [10], a comparison of their results 
with those of Hickox and Gartling [14] and the present work 
suggests that their method would yield reasonable results for 
A <0 .1 . Generally, the solution method of both Walker and 
Homsy and of Bejan and Tien would give excellent results in 
the conduction regime and reasonably good results in the 
asymptotic flow regime for A <0.2 but would fail to provide 
satisfactory results for high Rayleigh numbers. 

Criteria for Flow Regimes. To analyze the effects of 
aspect ratio, on flow structures, consider a redefinition of the 
Rayleigh and Nusselt numbers in terms of the cavity height, 
L. This is suggested because a better picture can be obtained 
of how the flow regime and heat transfer rates change with a 
change in aspect ratio. Also, for the design of thermal in-

Nu, 
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Fig. 7 Effects of aspect ratio on Nusselt number based on cavity 
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Fig. 8 Critical Rayleigh number for change of convective flow regimes 

sulation and other similar systems wherein the cavity height 
may be fixed, any change in the Nusselt number can be 
directly interpreted as a change in the heat transfer coef
ficient. A family of curves for Nusselt number based on L is 
presented in Fig. 7. The values plotted are a combination of 
results from the present study and those of prior work [15, 
20]. As the correlations presented for a tall cavity [7, 9, 15] 
show no aspect ratio dependence in the boundary layer regime 
[15], the values obtained by those correlations have not been 
used in Fig. 7 so that one does not lose sight of even the weak 
effects of the aspect ratio. 

First, using the results obtained by previous investigators 
for A>\ and the present results, Rayleigh number ranges 
have been estimated for the conduction, asymptotic, pseudo 
boundary layer, and boundary layer flow regimes. For
tuitously, two lines parallel to the pure conduction line, 
Nu£ =A, are sufficient to predict the various flow regimes for 
a larger part of the aspect ratio range considered here. This is 
important considering the difficulty in obtaining precise and 
accurate values of Rayleigh number to delimit the flow 
regimes. These two lines are expected to predict within 10 
percent the critical values for Ra^ (Fig. 7). 
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For A <0.5, the dashed line in Fig. 7 separates the asymp
totic and the pseudo boundary layer flows. As discussed 
earlier, a much higher value of Ra* is required to satisfy the 
criterion for the boundary layer flow in this range of aspect 
ratio. 

Further, the values of Ra/ lying on these two lines (Fig. 7) 
lead to the two curves shown by the full lines in Fig. 8, where 
Ra / is presented as a function of A. To separate the pseudo 
boundary layer with pure boundary layer flow, a curve with 
dashed line is also drawn for a small range of aspect ratio. 
Since the present numerical scheme does not yield satisfactory 
results for a higher range of Rayleigh number than what has 
been reported, no attempt has been made to extend this line 
further. The curve for the start of asymptotic flow has been 
extended for A < 0.05 with the values obtained from the 
solution of Walker and Homsy [9]. Generally, each curve in 
Fig. 8 can be divided into three ranges of aspect ratio, one for 
a tall cavity, A >2 , another for a long shallow cavity, and a 
third for an intermediate range. 

For tall and long shallow cavities, both curves are straight 
lines on logarithmic coordinates and can be represented by an 
expression of the form R a / = Constant x A'", where the 
constant and exponent depend on the line under consideration 
and the aspect ratio. It may be mentioned here, that for a 
shallow cavity, Bejan and Tien [23] has earlier suggested a 
regime map similar to Fig. 8. 

Based upon the curve obtained in Fig. 8, the criteria ob
tained for the start of asymptotic flow are 

Ra />(4 .65±0 .15M 1 7 3 , A>2 (13) 

RaL*>(3.9±0.2M 0- 9 5 , ,4<0.2 (14) 

and 

R a l > ( 3 3 . 5 - 115.7.4 +218.2,42 

-198.4/4 3+88.L4 4-15.0.4 5) , 0 . 2 < ^ < 2 (15) 

For the tall cavity the boundary layer regime starts at 

Ra/>(37.2±0.8) / l L 8 5 , A>2 (16) 
whereas, for the aspect ratio close to one the criterion is 
obtained as 

Ra / >(155.4- 578.6/4 + 1229.7,42 - 1216.5.43 

+ 573.8/l4-100.8/l5)> 0 .5</4<2 (17) 

For a long shallow cavity, the criterion for the start of the 
pseudo boundary layer regime is 

Ral>l5/A, A<0.2 (18) 

whereas equation (17) can be used to separate the asymptotic 
and pseudo boundary layer regimes for 0.2 <A <0.5. 

It may be mentioned here that the validity of the ap
proximate solution for the shallow cavity [9] suggests that the 
asymptotic flow criterion should be Ra/ ~A~i. The exponent 
of A obtained by us is -0 .95 (equation (14)). Similarly, the 
boundary layer solutions for tall cavity [7] are valid for 
5< <D/2 (where 5 is the boundary layer thickness), which 
yields R a £ > > 4 . 4 2 , indicating that Ra£ should be propor
tional to A1 for the boundary layer regime. The present 
correlation has an exponent of 1.85 (equation (16)). This close 
agreement between the exponents of A for these two cases 
shows that the criteria for choosing the values of the critical 
Rayleigh number are satisfactory. 

Effects of Aspect Ratio. As can be seen in Fig. 7, for a 
fixed Rayleigh number (Ra/>60) , any change in the aspect 
ratio from a very low value to a high value changes the flow 
structure as follows: Pure conduction — conduction — 
asymptotic flow — pseudo boundary layer flow — boundary 
layer flow — asymptotic flow — conduction — pure con
duction. 

For R a / < 6 0 , either only conduction or conduction and 
asymptotic flow regimes may be encountered depending upon 
the Rayleigh number. The presence of pseudo boundary layer 
may not be distinguished if the aspect ratio greater than 0.5 is 
considered. 

Further, for any fixed Ra / , the heat transfer rate increases 
as the aspect ratio is increased, except when the boundary 
layer flow is encountered. As can be seen in Fig. 7, this rate of 
increase is a maximum near the pure conduction line and is a 
minimum as the boundary layer flow is approached. Actually, 
the numerical results show a small decrease in Nusselt number 
for any increase in A if the boundary layer flow is maintained, 
which is contrary to the experimental observation of Seki et 
al. [11], but substantiates the experimental results of Klarsfeld 
[2], and Bories and Combarnous [5]. It may be noted that the 
boundary layer analyses of Weber [7] and Walker and Homsy 
[9] do not show any aspect ratio dependence. 

With reference to Fig. 6, one can now observe that the 
lower values of Nusselt number, Nu, for higher aspect ratios 
(at high Ra*) do not mean that the heat transfer rate increases 
as A is reduced. In fact, the heat transfer rate always 
decreases if the cavity width is increased keeping its height 
fixed, except for the range of Rayleigh number when the 
boundary layer flow is maintained. 

Conclusion 

Flow fields, temperature fields, and average Nusselt 
numbers at the side walls have been obtained for steady 
convection in a porous cavity bounded by isothermal vertical 
walls and insulated horizontal walls for 0.05<y4<0.9 and 
Ra* < 10,000. Various flow regimes, such as conduction, 
asymptotic, and boundary layer, usually encountered with the 
convective heat transfer in a porous enclosure, have been 
defined. For long shallow cavity, the asymptotic flow has 
been separated into two parts. The first part is still referred to 
as asymptotic flow, whereas the second part has been 
designated as pseudo boundary layer flow. This name has 
been given because heat transfer is mainly by convection 
through wall boundary layers and by conduction through the 
core. With the results of the present study and previous in
vestigations for A>1, two lines parallel to the pure con
duction line (Fig. 7) are able to predict the different flow 
regimes. Equations (13) to (18) set the Rayleigh number 
criteria in terms of the aspect ratio. 

Multicellular flow has been found for A< 1, and the flow 
structure comprises a primary recirculating cell with smaller 
secondary cells inside. For A <0.7, more than one secondary 
cell appears in the asymptotic flow regime. This structure 
gives way to a boundary layer regime in which the flow is 
again unicellular. Equation (11) gives a criterion for the start 
of the multicellular flow. 

Nusselt numbers based on the cavity width are not 
necessarily a maximum for 1<A<2. Depending on the value 
of aspect ratio, more than one maximum can be found when 
Ra* is fixed. Moreover, the effects of aspect ratio on heat 
transfer have been summarized through a family of curves for 
constant Ra / . For any Ra / >60, the flow is seen to have the 
following structures as the aspect ratio is varied from a very 
low to very high value: pure conduction — conduction — 
asymptotic flow — pseudo boundary layer flow — boundary 
layer flow — asymptotic flow — conduction — pure con
duction. Except for the boundary layer regime, Nusselt 
number based on the cavity height, Nu^,, always increase 
when A is increased, and this increase is more rapid in shallow 
cavities (A < 1) than in tall cavities. 
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Low Rayleigh Number Thermal 
Goiwectiofi in a Saturated Porous 
Medium Bounded by Two 
Horizontal, Eccentric Cylinders 
A two-term regular perturbation expansion is presented for two-dimensional, 
steady-state thermal convection in a fully saturated porous medium bounded by two 
horizontal, eccentric cylinders. Both cylinders are impermeable to fluid motion and 
are maintained at different, uniform temperatures. The complicated boundary 
conditions are handled through the use of bicylindrical coordinates. Three 
geometrical configurations are considered: an eccentric annulus; a pipe buried in a 
semi-infinite medium; and two cylinders, one outside the other, imbedded in an 
infinite medium. Detailed results, however, are presented only for the first case. It is 
demonstrated that eccentric insulations may be more effective under certain con
ditions and therefore more economical than the currently used concentric ones. 

1 Introduction 
Natural convection in porous media is germane to many 

technologies involving thermal insulators such as: steam lines, 
gas lines in gas cooled nuclear reactors, cryogenics, and 
storage of thermal energy, to name just a few. The thermal 
insulator typically consists of a fibrous material, which is 
permeable to fluid motion. Consequently, natural convection 
may develop in the insulating material and contribute 
significantly to the heat transfer process, as has been 
demonstrated by Caltagirone [3], Burns and Tien [2], 
Brailovskaya et al. [1], and others. Currently, concentric 
insulations are widely used. Clearly, an eccentric insulation 
may be more efficient and more economical than a concentric 
one, since the heat transfer process in the insulation consists 
of natural convection and conduction. An increase in the 
eccentricity so that the center of the inner, hotter cylinder is 
above the center of the outer one reduces the effective 
Rayleigh number, and therefore the impact of the convective 
heat transfer. On the other hand, the resulting reduction in the 
local thickness of the insulation may increase the conductive 
heat losses. Hence, one may expect that an optimal value of 
eccentricity exists for which the heat losses are minimized. 

Although the problem of thermal convection in a porous, 
eccentric annulus has not been considered before, the 
analogous problem of thermal convection in an eccentric 
annulus containing viscous fluid (a nonporous medium) has 
attracted some attention in the recent literature. Kuehn and 
Goldstein [5] have conducted an experimental study which 
included flow visualization and heat transfer measurements. 
Yao [11] developed a perturbation solution for slightly ec
centric cylinders, using two parameter expansion in terms of 
the eccentricity and the Rayleigh number. For this purpose, 
Yao [11] used a special coordinate transformation in which 
the inner circle was transformed into a pole. More recently, 
Prusa and Yao [8] constructed a finite difference numerical 
simulation using Yao's [11] transformed coordinates. Ad
ditional numerical simulations of viscous fluid in an eccentric 
annulus have been provided by Projahn, et al. [7] and by Cho 
et al. [4]. The former applied nonorthogonal body fitted 
coordinates, while the latter used bicylindrical coordinates. 

The bicylindrical coordinates (Fig. 2) system is the most 
natural for this type of problem, since the two cylinders' 
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No. 83-WA/HT-p). Manuscript received by the Heat Transfer Division April, 
11,1983. 

surfaces coincide with constant value coordinates. Indeed, the 
coordinate system allows convenient description of three 
geometrical configurations (Fig. 1): {a) an eccentric gap, {b) a 
buried pipe, and (c) two cylinders, one outside the other. 

In what follows, we construct a regular perturbation ex
pansion of Rayleigh numbers for the stream function, 
temperature field, and the Nusselt number. The analytical 
results are compared with numerical solutions. We discuss in 
detail the case of the eccentric annulus in which we examine 
the effect of rotation in the gravity field as well as the effect of 
the Rayleigh number. In contrast to Yao [11] our expansion is 
valid for all values of eccentricity. Our solution is also valid 
for the case of the buried pipe; however, we defer presentation 
of these results to another occasion. Finally, we also comment 
about the case of the two cylinders, one outside the other. 
Although in this case a formal perturbation expansion can be 
constructed, the results are of no physical significance. 

2 The Mathematical Model 
Consider a saturated porous medium bounded between two 

horizontal, eccentric cylinders of radii, rx and r2. Here we use 
the term eccentricity liberally, applying it in connection with 
an eccentric annulus (Fig. 1(a)), a buried pipe (Fig. 1(b)) and 
two cylinders, one outside the other (Fig. 1(c)). The line 
connecting the centers of these two cylinders forms angle, 6, 
with the gravity vector (g). In all these cases, the cylinders' 
surfaces are impermeable and maintained at constant uniform 
temperatures, T\ and T2, respectively. As a result of the 
foregoing temperature difference, fluid motion is induced in 
the medium. 

We assume that the fluid motion can adequately be 
described by Darcy-Oberbeck-Boussinesq's equations, which 
can be written in cartesian coordinates (x, y, Fig. 2) as 

(ST dT \ 
V2iA=R -r- s ine- — cose) 

* \ dx dv I 
2^ H dT 
'-T=— — 

dy dx 
(1) 

dj, dT 
dx dy 

Where \p and T are the stream function and the temperature, 
R, is the Darcy-Rayleigh number 

R = (2) 

in equation (2), /3* is the thermal expansion coefficient of the 
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Fig. 1 The geometrical configurations considered: (a) the eccentric 
annull; (b) the buried pipe; and (c) two cylinders, external to each other 

fluid, X is the medium permeability, aeq is the thermal dif-
fusivity, v is the kinematic viscosity, and rx is the radius of the 
inner cylinder. All quantities are in nondimensional form. 
The length scale is ru the velocity scale is ««,//•), and the 
temperature scale is (7*, - T2). 

For mathematical convenience, we have defined the 
Rayleigh number (R) based on the radius (/•,) of the inner 
cylinder. It should be noted, however, that the effective 
Rayleigh number should be based on the thickness of the gap 
between the two cylinders. 

The corresponding boundary conditions are 

r = l , \j/ = 0 on r= l 

r = 0 , ^ = 0 on r=r2/rt (3) 

The complicated boundary conditions are handled in an 
elegant manner through the introduction of bicylindrical 
coordinates (Fig. 2). The conversion into this coordinate 
system is achieved through the transformation (Moon and 
Spencer, 1971) 

x + iy = acoth—-— (4) 

where constant a lines are the circles 

(*-<7C0tha:)2+.y' ! = •2 — . (5) 
sinh2 a 

Via this transformation, the two cylinders (Fig. 1) can be 
described by two constant a coordinates: aj and a2 (« = 
sinhaj). 

The eccentric annulus (Fig. 1(a)) is obtained by specifying 
two nonzero coordinates of the same sign, say, at > a2 > 0. 
The corresponding radii ratio is r2/rx = sinh en /sinh a2, and 
the eccentricity e/rx = sinh(o:1 -a2)/smh a2. We note that Fig. 2 The coordinate system 

Nomenclature 

R = Rayleigh-Darcy number 
/ ' j 8 * ^ , ( r , - r 2 ) \ 

a = scale factor in bicylindrical 
coordinates (= sinh ax) 

g = gravity vector 
G,H = functions (equation 8) 

Ns = a coefficient in the expansion 
for the Nusselt number 

Nu = Nusselt number 
Q = heat flow 
q = heat flux 

r = the cylinder radius 
T = temperature 

x,y = Cartesian coordinates 

Greek Symbols 
a,f3 = bicylindrical coordinates 
aeq = equivalent thermal diffusivity 

of the saturated porous 
medium 

(3* = thermal expansion coefficient 
d = inclination angle 
X = permeability 
p = density 
\[/ = stream function 

Subscripts 
1 = the inner cylinder surface 
2 = the outer cylinder surface 
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for any given radii ratio and eccentricity, two corresponding 
values of «i and a2 can be found. One drawback of this 
coordinate system is that it does not provide for concentric 
cylinders. However, one may decrease the eccentricity as 
much as one desires. Thus, from the practical point of view, 
this limitation is not a serious one. 

By setting a2 = 0, we extend the radius of the outer 
cylinder to infinity, which implies that the corresponding 
surface is a plane. We thus obtain the case of the buried pipe 
(Fig. 1(b)). 

Finally, by allowing o^ and a2 to be of different signs (i.e., 
a2 < 0, «) > 0), we obtain the case of the two cylinders, one 
external to the other (Fig. 1(c)). The eccentricity, e, in this case 
is the distance between the cylinders' centers. 

The transformed equations (1) are 

v l ^ = aR\[H(a,P) sin0 + G(a,/3) cos0]-
9a 

+ [H( a,/3) cos 6- G (a,/3) sin 6]-
dT 

(6) 

vi,r= 
d\P dT 

~da d(3 

where v L = + • 
d2 

dT 

da 

„ , , , and the boundary conditions are 
3cr 3/r 

and 
H(a,0) 

^ = 0 T=lata = al 

^ = 0 7 = 0 a t a = a2 

j,,T(a,!3 + 2ir)=xp,T(a,l3) 

coshacos (3 

(7) 

G(«,/3) = 

1 

(cosh a — cos |3)2 

sinh as sin f3 
, V. * 2 < 8 > 

(cosh a - cos p) 
Once the temperature field and the stream function are 

determined, the local heat flux (q) at the surfaces, a\ and a2 , 
can be readily obtained. 

cosh a — cos |6 dT 
Q=- at a = (a t or a2) (9) 

a 9a 
The total heat flow is obtained by integrating q over either one 
of the cylinder's surfaces. 

Q=L (-!>* (10) 

a = ai or a2 

and the Nusselt number (Nu) is 

Nu = 
(a! - a 2 ) 

lit Q ( ID 

3 The Solution Procedure 

In this paper, we construct a solution by applying a regular 
perturbation expansion in the form 

CO CXI 

andNu= £ (<>RY Ns (12) 

Next, we introudce this expansion into the differential 
equations (6). Before doing that, however, we find it con
venient to expand the functions H and G from (8) into their 
corresponding Fourier series (Appendix A). Some care must 

be exercised in this respect since different series result for a > 
0 and a < 0. 

The resulting perturbation equations are 

V 2 , ^ s = ± 2 £ te^r_-isin(*/3=F(?) 
k = \ L " " 

•d+j dT^j d^j 97^_A 

3a / 9(3 d/3 9o 
(13) 

where the upper and lower signs in (13(a)) correspond to a > 
0 and a < 0, respectively. 

The boundary conditions are 

r0 = i, ^O=o ^ 
y a = a, 

Ts=0, xPs=0(s>0) J (14) 

7 > 0 , ^ = 0 ( ^ > 0 ) a = a2 

and 

2ir J -w \ da. / 

a= (a, or a2) (15) 

In the following sections, we shall discuss separately each of 
the cases: the eccentric annulus, the buried pipe and the two 
separated cylinders. 

4 The Eccentric Annulus (at > a2 > 0, Fig. 1(a)) 

4.1 The Zero-Order Solution (s = 0). The zero-order 
solution corresponds to the state of pure conduction (no fluid 
motion) _ 

T„=^^; V o =0; N0 = l (16) 
a, - « 2 

4.2 First-Order Solution (s = 1). For the first-order 
equations in (13) become 

2 , 2 

ke-"a sin (k/3-d) 

v^r,= 

« i - a 2 k=[ 

-1 dfr 
(17) 

a] - a2 9/3 

with boundary conditions (14). The solution is readily ob 
tained in the form 

ti = H Sin sin (10-0) 

Ti = U / i „ c o s ( « / 3 - 0 ) (18) 

where 

gm=e 
sinh « ( a — a2) a —a2 

sinh«(a!—a 2) ot\— a2 

/ i „ = 7 e - " a i f l + — + 2 c o t h [ « ( a , - a 2 ) ] ] : 
4 C « ( a , - a 2 ) J 

sinh « ( a — a2) 

s inhn(a , - a 2 ) 

1 / a —a2 / a - ^ N 

\ a i - a 2 / 

„ COSh«(a —a2) 
\e-nai * iL 

2 \ a 1 - a 2 / s i n h « ( a ! - a 2 ) 
I lY a ~ a 2 \ 2 J_ « - « 2 1 
4 l A a 1 - a 2 / /i ( a ] - a 2 ) 2 J 

(0 < a2 < a < a!) (19) 
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We observe that the expressions for g[n a n d / l n consist of 
two types of terms, those containing e~"ai and those without 
it. The expressions containing e~"ai are expected to converge 
rapidly for most practical cases (i.e., for a situation of r2/rx 

= 2 and relative eccentricity el{r2-rx) = 0.1; ax ~ 3.4). 
The terms without this exponent may converge slowly for 
cases in which a > a2 is small. Fortunately, the potentially 
slowly converging series can be identified with known 
analytical functions (see Appendix A), thereby allowing us to 
rewrite the expressions for I/-, and Tx in the following form 

1 / a - a 2 \ sm(l3-6)+e-asme 

\-a2/ cosha —cos/3 * - 5 ( — ) 
2 \a.\— a.-,/ 

E sinh/7(a — a2) . , „ „ 

„ = 1 s inh«(a , -a2) 

r , = 
/ a-ot2 \ '• 

\a.\ — a2/ 

cosO3-0) -e" a cos0 

cosha —cos/3 

- T - 8 a \ 2 j c o s 6 > - ^ - - l n 2 ( c o s h a - c o s , 8 ) 
4 (a] - a 2 ) t L 2 2 J 

+ sin0tan~' ( — ) i 
\ e " - c o s / 3 / J 

~t UL n( 

~| sinh n ( 
+ 2 c o t h « ( a l -a2)\ 

J s inhn(a! - a 2 ) 

;osh«(a —a2) ~) , „ „s .„. . 
— — i ^ cos («/3-0) (20) 
inhn(a i - a 2 ) J 

1 

!(«! -a2) 

s inh«(a —a2) 

1 a — a2 COSh«(a —a2) 

2 a! —0(2 sinhn(a! - a 2 ) > 

Now we have quickly converging expressions for all values 
of a > a2 > 0. 

Note that the first-order solution for the stream function 
has the property 

which implies that the first-order flow field is essentially 
invariant to rotation of the annulus through 180 deg, except, 
of course, to a change in the direction of the flow. 

Although the first-order solution modifies the local heat 
flux on the cylinders' surfaces, there is no net contribution to 
the total heat flow. That is 

N,=0 (21) 

In order to assess the contribution of the convection to the 
heat transfer, we have to turn to the second-order solution. 

4.3 Second-Order Solution (s = 2). The second-order 
equations are obtained from (13) by introducing 5 = 2 and 
replacing Tx and \pi with (18). The equation for the stream 
function becomes 

; = i * = i 
J2 ke~ka\ - ^ - c o s 0 / 3 - 0 ) sin(A:/3-0) '2^2=2V r^-^Vll 

+ ifu sin (//3-0) cosOc/3-0)] 

with a solution of the form 

^2= £ Uin sin«/3+g£„sin(«/3-20)] 

The corresponding equation for the temperature is 

1 °° 
£ [ig'2J cos ip + ig'jj COSO73-20)] 

(22) 

(23) 

V%,T=-

,-=i j=\ ^ N 

4fu 

jf\ 
dgx,i 
da. 

(24) 

with a solution of the form 

T2 = £ [fi,t cosn/3 +/>{„ cos(n/3-20)] (25) 
n = 0 

w i t h ^ 0 = 0. 

Although the resulting equations for g2 and f2 are simple 
second-order ODE, the algebra is rather lengthy. Thus, we 
present the results only for the former (see Appendix B). 

We note, however, that in order to obtain the second-order 
correction to the Nusselt number (N2) no knowledge of the 
second order solution is required since 

N2=(ai -a2) 
dfjo 
da 

= ^ E ' fi.i8i.ida (26) 

Calculated values for (a2N2) are presented in Fig. 3 for radii 
ratio r2/rx = 1.5, 2, 5, and 10 and for various eccentricities. 
We extrapolate our results to zero eccentricity and compare 
them with those calculated by Burns and Tien [2] for the case 
of two concentric cylinders; their results are denoted by 
triangles in Fig. 3. Clearly, we reproduce the results of a 
concentric annulus for the limiting case of e — 0. 

A somewhat peculiar characteristic of the second-order 
correction to the Nusselt number is its independence of the 
inclination angle (0). This suggests that the range of validity of 
the second-order solution will quickly deteriorate as the ec
centricity increases. 

4.4 Third-Order Solution (s = 3). The algebra involved in 
constructing this order of solution is tedious indeed. Here, 
our goal is merely to assess the effect of the inclination angle 
(0) on the Nusselt number. As in the previous section, this 
correction is constructed from the lower order solution, and 
fortunately detailed knowledge of the third-order solution is 
not required. 

N3 cos d = - cos 
2 » E ' IfiAsh+g'i,) 

1=1 J o , i 

+ 8l.,if{i+fiI.i)]da 

« 1 - < * 2 ; = 1 

(27) 

Calculated values for a3N3 are depicted in Fig. 3 for radii 
ratios r2/rx = 1.5, 2, 5, and 10 and for various eccentricities. 
We expect N3 to decrease as the eccentricity decreases and to 
go to zero as e -~ 0. That is, for two concentric cylinders we 
predict N3 = 0 since the Nusselt number should be in
dependent of 6. This trend is well reflected in Fig. 3. 

4.5 Higher Order Solutions. Analytical continuation of the 
foregoing is extremely tedious; therefore, we shall quit at this 
stage. In a separate paper, we use a somewhat different 
procedure which can be readily delegated to the computer. In 
the latter case we extend the expansion to many terms. 

A sample of these results is presented in Table 1, where we 
list the 24 first terms in the Nusselt number expansion for 
r2/ri = 2, 0 = 0, e = 0.001, and 0 = 0.2. We estimate the 
radius of convergence (Rc) of the series by using the criteria 
(Titchmarsh, 1942) 

R c =l im \asNs\-
Ws 
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10 Table 1 The first 26 terms (asNs) in the series expansion for 
the Nusselt number 
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Fig. 3 The coefficients a N2 and a N 3 in the perturbation expansion 
for the Nusselt number as a function of the relative eccentricity e/(r2 -
' 1 > 

and consider separately the even and odd terms in each set. 
By extrapolating the values in Table 1, we estimate Rc > 50 

and 35 for e = 0.001 and e = 0.2, respectively. These 
estimates are not accurate due to the slow convegence of the 
sequence I asNs \~

1/s. We present the foregoing values here to 
demonstrate that the perturbation series is valid for finite 
values of R and is not restricted to R < 1. This fact will be 
further amplified in section 7.1 where we compare the results 
of the perturbation expansion with those of a finite difference 
numerical simulation (Fig. 5). We obtain an excellent 
agreement for R = 20 and for -0.8 < e < 0.8. As the 
Rayleigh number increases, the deviation between the per
turbation expansion and the numerical simulation increases 
for large lei. This fact suggests that the radius of convergence 
decreases with increasing eccentricity, and it is in agreement 
with the trend observed in Table 1. 

5 The Case of the Buried Pipe (at > a2 = 0) 
The case of the buried pipe is obtained by setting ce2 = 0. 

The expressions presented in section 4 are valid for this case. 
We note that infinity in the physical plane corresponds to a = 
/3 = 0 in the mapped plane (the bicyhndrical coordinates). At 
infinity (a = /3 = 0), both components of the velocity vector 
(the normal and the tangential) vanish. It is this fact that 
makes this solution physically acceptable. A detailed 
discussion of this case will be given elsewhere. 

6 The Case of Two Cylinders One Outside the Other 
(a, > 0, a2 < 0) 

When a\ and a2 have different signs, the case of the two 

s 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 

e = 0.001 
a"Ns 

1. 
0. 

.172 757 
-.481 692 
-.167 702 
.171 879 
.757 615 

- .254 092 
.292 879 
.173 860 

-.144 064 
.269 621 
.208 478 

-.149 852 
.480 353 

-.412 495 
.197 535 
.134 362 

-.120 757 
.191 950 

-.881 199 
-.172 917 
.375 106 

-.497 283 
.125 434 
.655 986 

- .799 421 

-003 
-008 
-007 
-011 
-012 
-015 
-015 
-019 
-018 
-022 
-022 
-025 
-026 
-029 
-029 
-032 
-032 
-035 
-036 
-039 
-039 
-042 
-042 
-046 
-046 

e = 0.2 
asNs 

1. 
0. 

.174 025 
-.983 492 
-.132 370 
.360 647 
.446 437 
.177 153 
.478 085 

-.767 600 
.132 619 

-.146 783 
.837 533 

-.269 552 
.431 801 
.665 302 

-.742 865 
.285 746 
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Fig. 4 The streamlines (V-i) predicted by the perturbation expansion 
for the case of two cylinders, equal In size and external to each other 

cylinders one outside the other is obtained (Fig. 1(c)). 
In this particular case one encounters two difficulties. First, 

suppose the two cylinders are at the same temperature. Our 
model will predict isothermal medium which does not give rise 
to buoyancy driven flow. Clearly, this is not the case in ac
tuality where buoyant plumes always exist. 

Second of all, although a regular perturbation expansion 
can be constructed for the case of two cylinders having dif
ferent temperatures, this expansion predicts behavior which is 
physically unacceptable. 

In order to demonstrate that this is the case, let us focus on 
a special example of 6 = 0, and a2 = - a i . The perturbation 
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e / ( r 2 - r,) 

Fig. 5 The heat flow as a function of the relative eccentricity for an 
annulus of radii ratio r2/ri = 2. Results are presented for Rayleigh 
numbers R = 10, 20, 30, and 40. The solid lines are the analytical 
solution, while the symbols (o , A and + ) represent the results of a 
numerical simulation. 

equation for 4>\ in this case will be 

, 1 sinh a sin |3 ^ n s 

V2l/-! = ; Try (28) 
2a i ( cosha-cospr 

with the boundary condition ^ = 0 at ± a, . Note, that we 
avoid using equation (17) since the Fourier expansions for G 
and / /may not be uniformly convergent at a = 0. 

Clearly, the forcing term in (28) is antisymmetric; hence, we 
expect the solution to have the property i/'i (a, (3) = -\j/x ( -
a,p). The foregoing result implies that î i = 0 on a = 0. That 
is the plane a = 0 appears as a solid boundary. In other 
words, the perturbation solution yields a solution which is 
identical to the case of two cylinders buried on both sides of 
an impermeable surface. In order to further clarify the idea, 
we sketch the predicted streamlines in Fig. 4. Similar results 
will be obtained for the more general case of I a! I ^ I a2 1, 0 
# 0. Clearly these results have no physical significance, and 
thus we conclude that in general the perturbation solution 
cannot be used in the case of two cylinders, one external to the 
other. 

7 Results for the Eccentric Annulus 

In this section, we present a few results for the heat 
transfer, flow and temperature fields in an eccentric annulus. 
We choose a particular case of radii ratio r2/r{ =2 , and we 
denote the eccentricity as positive or negative according to 
whether the center of the inner cylinder is located above (0 = 0) 
or below (0 = 7r) the center of the outer cylinder. 

7.1 Heat Transfer. As a conclusion of our derivation in 
section 4, we obtain 

Nu = 1 + (oR)2 N2 + (aR)3 N2 cos0+ («R)4 (iV4,i 

+ 7V4,2 cos20) +0(«R)5 (29) 

where values for a2N2 and a3Nj are presented in Fig. 3. In 
this section, we investigate the dependence of the heat flow on 
the eccentricity. As a measure of the heat transfer, we use the 
quantity Nu/(ai -a2), where l/(ai -a2) is proportional to 
the conductive heat flow. The dependence of Nu/(a1 — a2) on 
the relative eccentricity el (r2 - rl) is depicted (solid curves) in 
Fig. 5, for V i = 2, R = 10, 20, 30, and 40 and - .8 < 
* / ( / - ! - r 2 ) < .8. 

For R = 10 conduction heat transport is dominating, and 

the convective effects are very weak. Consequently, the curve 
is almost symmetric with respect to e = 0. The minimum heat 
losses are obtained in the concentric situation. Any deviation 
from the concentricity results in decreased effective thickness 
of the insulation and thus an increase in the conductive heat 
flow. As el (r2 -/•[) - ± l w e approach a situation in which 
both cylinders are almost touching each other, and the heat 
transfer goes to infinity. 

As the Rayleigh number increases about 10, the convective 
effects become more pronounced. Clearly the intensity of the 
convective motion (i.e., the effective Rayleigh number) can be 
decreased or increased by moving the center of the inner 
cylinder upwards or downwards. At the same time, however, 
the conductive resistance is reduced. Hence, there is some 
optimal value of the eccentricity (pl(r2-r{) > 0) for which 
the heat flow is minimized. The magnitude of the optimal 
value will increase as the Rayleigh number increases. This 
trend is schematically shown by a dashed line in Fig. 5. Our 
analytical results are valid only for relatively small Rayleigh 
numbers, for which the reduction in the total heat transfer 
achieved by using eccentric insulation is minor, i.e., less than 
1 percent for R = 30 and less than 4 percent for R = 40. 
However, the reduction in the heat losses is likely to become 
more significant as the Rayleigh number increases. 

In the present work, we obtained only rough estimates for 
the radius of convergence of the series for the Nusselt number 
(section 4.5). It is interesting, therefore, to compare our 
analytical results with those obtained from a finite difference 
numerical simulation (Fig. 5) in which we used Patankar's [9] 
power law scheme. We note a good agreement between the 
analytical and numerical results for R = 20 and 30 
(discrepancies smaller than 2 and 8 percent, respectively). 
However, as the Rayleigh number increases, the accuracy of 
the analytical solution deteriorates. For R = 40, the 
analytical solution is valid only for small eccentricities. 

7.2 The Flow and Temperature Fields. In Figs. 6, 8, and 9 
we exhibit the flow and temperature fields calculated by using 
the first-order term in the perturbation series (i.e., ^ and T0 

+ aRTt). 
We examine first the effect of the eccentricity on the 

temperature and flow field. In Fig. 6 we depict the streamlines 
(the righ-hand side of the annulus) and the isotherms (left-
hand side) for r2/rx = 2, 0 = 0 and e/(r2 - r , ) = 0.01,0.35, 
and 0.70. The increment between streamlines is constant and 
equal to l^ m a x l /6 . The ( + ) denotes the location of l i / w l . 
The isotherms correspond to R = 20, and the increment 
between them equals 0.2. In this particular case (0 = 0), the 
flow and temperature fields are symmetric with respect to the 
line interconnnecting the cylinders' centers. The flow consists 
of two counter rotating convective cells. That is, hot fluid 
rises near the inner, hotter, cylinder and descends next to the 
outer, cooler cylinder. We have depicted the flow field for 
positive eccentricities only (0 = 0), since the situation for 
negative eccentricities can be obtained simply by inverting the 
figure. We have already mentioned (section 4.1) that the flow 
field predicted by ^ is invariant to rotation by 0, except, of 
course, for a change in the direction of the flow. As a result of 
this invariance the center of rotation ( + ) is always located at 
the midplane of the outer cylinder. 

The dashed lines in Fig. 6 depict the isotherms in the ab
sence of convection (T0), while the solid lines represent the 
actual temperature field (T0 + aRT^. The distortion of the 
temperature field due to convection is self evident. We also 
note that at these low Rayleigh numbers there is no evidence 
of the emergence of a plume at the top of the inner cylinder, as 
we expect to observe at higher Rayleigh numbers (which are 
beyond the range of validity of our expansion). 

In order to investigate the effect of the Rayleigh number on 
the structure of the flow field, we depict in Fig. 7 the 
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9 

(a) 

Fig. 6 The streamlines (\ji-f) and the isotherms (T0 + aR T1) are shown 
for the eccentric annulus r2lr-\ = 2 and for different relative ec
centricities el{r2-r1) = (a) 0.01, (b) 0.35, and (c) 0.70. The streamlines 
and the isotherms occupy the right- and left-hand sides of the annulus, 
respectively. The dashed lines represent the conductive solution (T0). 

streamlines obtained by the two term expansion (oRi/'i + 
a2R2i/2) for R = 1, 10, 40, and 100. We note that up to R < 
40, the increase in the Rayleigh number does not change 
significantly the structure of the flow. The only effect is the 
upward shifting of the center of circulation (the location of 
I '/'max I )• This trend is represented by a dashed line in Fig. 7. A 
dramatic change is observed for R > 50. For example, for R 
= 100 (Fig. 7(d)), we observe the emergence of a secondary 
cell at the bottom of the annulus. This result, however, may 
not have any physical significance since the corresponding 
value of R = 100 is well beyond the range of validity of our 
analytical results. As a matter of fact, neither our flow 
visualization experiments nor our numerical simulation 
predict this type of bifurcation. 

Next, we examine the effect of the eccentricity on the 
maximum value of the stream function I i/-max I. The dashed 
and solid curves in Fig. 8 represent the value of I i/<max I ob
tained by using the first term in the expansion (laR \p} lmax) 
and the sum of the two first terms (laR fa +(aR)2 fa I max), 
respectively. The circles are results of a finite difference 
numerical simulation. Results are presented for R = 20 and 
30. 

The first term expansion I aR fa I max predicts results which 
are symmetric with respect to e = 0. This, of course, is 
physically incorrect since we expect more intense circulation 
for negative eccentricities than for positive ones. The situation 
is, however, corrected by the second term in the expansion. 
The value of I ^max I calculated from the two term expansion 
decreases monotonically with increasing eccentricity as, in
deed, should be the case. Our analytical results compare well 
with those of the finite difference simulation for R = 20 
(deviation smaller than 4 percent). For higher Rayleigh 
numbers, this deviation increases (i.e., less than 10 percent for 
R = 30). 

Finally, we examine the effect of the angle of inclination (0) 
on the flow field. In Fig. 9 we depict streamlines (solid lines) 
and isotherms (dashed lines) for e/(r2 -r{) = 0.35 and for 8 
= w/2 and 37r/4. In Fig. 10 we depict the case of el (r2 -rt) 
= 0.70 and 8 = 7r/4 and 7r/2. In both cases we use the first 
term in the perturbation expansion (fa). The streamlines are 
equally spaced with an increment of I î max I /4. 

Since, with the exception of the direction of the flow, the 
flow field (fa) is invariant to IT rotation, the case of 8 = T/4 
can be obtained by T rotation of Fig. 9(b) and mirror image 
projection. Similarly, the case of 6 = 37r/4 can be obtained 
from 8 = ir/4 in Fig. 10(a). 

The flow field predicted by 0i is good qualitative agreement 
to flow visualization experiments we have conducted in a 
Hele-Shaw cell. 

We note that the structure of the two convective cells we 
have observed in the symmetric case (Fig. 6) is preserved. The 
symmetry is, however, destroyed when the two cells align 
themselves in the gravity field. 

8 Conclusion 
A regular perturbation expansion has been derived for the 

flow and temperature fields as well as for the Nusselt number 
for the case of the eccentric annulus. The results are ap
plicable also for the case of the buried pipe. For the case of 
two cylinders external to each other, in general a meaningful 
regular pertubration series cannot be constructed. 

The results for the eccentric annulus demonstrate that the 
heat flow involved therein can be reduced compared to the 
concentric case. The magnitude of the above reduction in the 
heat losses is proportional to the magnitude of the Rayleigh 
number. Similarly, in the case of the buried pipe there exists 
an optimal burial depth for which heat losses are minimized. 
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Fig. 7 The effect of the Rayleigh number on the structure of the flow 
field. The flow field in the eccentric annulus («i = 2.01961, «2 = 
1.440775 and e/(r2 -r-\) = 0.35) is depicted for Rayleigh numbers: R = 
1,10,40, and 100 in parts (a), (b), (c), and (d), respectively. 
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derivation for a < 0 will follow along similar lines and is not 
given here. 

Let 

Thus 

G(«.0) = Y,A„smnP 
n = l 

I f ' sinh a sin p sin nP 

7r J - i (cosh a — cos P)2 

and integration by parts yields 

n sinh a f " cosnfi 

dp 

n sinh a f; 

-T cosh a —cos/3 

Next, we focus on the integral 

ein{s dp 

dp 

J —71 

(Al) 

(A2) 

(A3) 

(A4) 
-ir cosh a — cos P 

We denote z — e"3 and carry the integration over the contour 
enclosing I z I £ 1. Consequently 

C z" dz 

'"-HVe") (*-«-•) (A5> 

The integrand has a simple pole at z = e~a. Using Cauchy's 
integral formula, we obtain 

27re-"a 

sinh a 

Note that equation (A3) can be written as 

n sinh a , , , „ 
An = Re (/„) =2ne~r 

where Re [ /„ ) is the real part of /„ . 
Therefore the Fourier series expansion for 

Oo 

G(a,P) = 2 Yt ne-na sin/2j3 

(A6) 

(A7) 

(A8) 

The expansion of H(a,P) is obtained through a similar 
procedure. Let 

H(a,P)= ^Bncosnf3 (A9) 

Thus 

8„f* l - c o s h a c o s / 3 
B„ = — \ : T-5"

 c o s n& "P 
T J - i (cosh a — cos Py 

= — — [s inhaRe( /„ | ] 
ir da 

where /„ is calculated in equation (A6) and 

' l / 2 f o r « = 0 
5„ = 

1 f o r « > 0 

Consequently 
oo 

H(a,P) = - 2 Y ne~m cos nP 

(A10) 

(All) 

(A12) 

A P P E N D I X A 

In this Appendix we expand functions G and H (equation 
(8)) into the corresponding Fourier series. Later in the Ap
pendix, we manipulate these results so that we can identify 
some of the inifinte series in equation (19) with known 
analytic functions. The derivation is for a > 0. The 

By integrating (A8) with respect to P or (A12) with respect 
to a, we obtain 

sinh a 

cosh a — cos P 
= 2 6„ J ] e - " a cos r t /3 (A13) 

Similarly, integration of (A8) with respect to a or (A12) 
with respect to /3 yields 
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cosh a — cos /3 ,f*f, 
(A14) 

»- ' (« ! -o2> 

8sinhti(a[ - a 2 ) ] L « \ a , — a 2 / 

Integration of (A13) with respect to a or (A 14) with respect 
to (8 yields 

1 
+ 2 * 

ln[2(cosha-cos/3)] = a - 2 ^ —e _ n a cos«/3 (A15) 

where the factor 2 inside the In is due to a constant of in
tegration. 

Integration of (A13) with respect to 0 or (A14) with respect 
to a yields 

< ( l + » 
\ i(n-i) (ai-a2) 

+ 2 c o t h [ / ( m - a 2 ) ] + 2 a ~ " 2 ) 1 ] (B5) 
«! — a2 ' -*J 

, ^ I "^ C n-i / a-a2\[ e-''<
ai-°2> 

« s ( « . « ) = g L { — l ^ ^ J L i n h [ / ( a . - a , ) ] 

+ 
tan" ea cos j3 n~r, « 

= ^ — e-"asin/ij3 (A16) 

Expressions (A13-A16) were used in converting equation (19) 
into equation (20). 

A P P E N D I X B 

We present here the analytical expressions for the second 
term in the expansion for i/-2. Recall equation (23) 

1 1 "1 n — i/a — a2\
2 

i(a\-ct2) n\ax-a2)l n \a.\-a2/ 

1 ,. e- '(«i + a2) r 2i-n 

2 s i n n ^ a ! - a 2 ) ] L i(l-n) (a1-a2) 

+ 2 c o t h [ ; ( a 1 - a 2 ) ] - 2 a~a2 1] (B6) 

C,= 

«! - a2 -

gg i (a2 .«) -gg i (a i .« ) 

ife = E U l „ sin«/3+g£„ sin (n/3-20)) 

1
 g2«ci _ g 2 n a 2 

gg1(a1 )«)e-n < a i" a2 )-gg1(a2 ,n)e" ( a i -«2) 

(Bl) 

We find it convenient to express g2n and g"„ in the 
following form 

C,= 

C,= 

and 

where 

S i , = ( « i ( « . « ) + C 2 + C 4 ) e-"« 

+ (gg 2 ( a , n )+C 1 +C 3 ) e " a 

g"„ = (gg3(«,«) +C5)e-la+C6e" 

(B2) 

(B3) 

C< = 

Q = 

gg1(a,«) = - l ) -j—T 

S\aj-a2/ e2a ' 

f ( (« + 2;)e~2'a r 1 „, 1 
+ feil6/(« + /)(a1-a2)4-(^0+2(a-a2)J 

2sinh[n(a1 - a 2 ) ] 

gg2(«l.«)-gg2(«2.") 
g - 2na2 _ g - 2na\ 

gg2(a2,«)"" ( a ' "" 2 ) -gg2(a 1 ,«)e" ( a i" a 2 ) 

2sinh[«(a, - a 2 ) ] 

gg3(a1,n)e-"'"i-"2'-gg3(Q:2,/i)e"'ai-"2) 

2sinh[n(ai ~oc2)] 

gg-s(cti,n)-gg3((x2,n) 
e2na2 _ glnon 

(B7) 

(B8) 

(B9) 

(BIO) 

(Bll) 

(B12) 

, e~"a'""2) r«+</« -«2 V-2,^ 
8sinh[ ; ' (a i -a 2 ) ] L M \ a i - « 2 / 

1 ,,. / n + 2i 
+ _g-2lal 1_| 

2 \ /'(« + /) ( a , -
a2) 

+ 2 c o t h [ » ( a , - a 2 ) ] + 2 - 5 ! — £ 1 ) 1 ] (B4) 
«i — a2 / JJ 

, x 1 / a - a 2 \ 2 e-2na 

gg2(a,n) = -[ ) -^-f 

^ , f (2/-/1) e ' 2 ' " f 1 „, T 

We note that although infinite series are involved, they 
converge quickly (exponentially) for a2 > 0. A difficulty is 
encountered only in the limiting case of a = a2 = 0 (the 
buried pipe). In the latter case, the first term in both the in
finite series (B4) and (B5) converges algebraically (like l / /2) . 
We note, however, that in the case of a = a2 = 0 , the 
algebraically converging terms can be summed up in a rather 
simple fashion. For example, in (B5) the algebraically con
verging term at a = ot2 = 0 is 

y (n + 2i) = 7T2 A r 1 _ n 

^ i(n + l)2 ~ 6 £{L«(n-/+l) i2\ 

Hence, the difficulty of slow convergence can be eliminated 
even for the case of the buried pipe, except for those cir
cumstances when one insists on evaluating \p2 very close to the 
plane a2 = 0. 

Due to the lengthy expressions involved we do not present 
here the corresponding equations for the temperature field. 
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Dryout Heat Fluxes in Particulate 
Beds Heated Through the Base 
A laboratory study of dryout heat fluxes in particulate beds heated through the base 
is reported. More than two hundred experimental heat flux data points were 
measured. Semi-empirical correlations of the dryout heat flux data for both deep 
and shallow particulate beds are developed, based on flooding in countercurrent 
flow in deep beds and a boiling crises in shallow beds. The role of capillary forces in 
bed dryout is discussed and an explanation for the variation of dryout heat flux with 
bed height in volumetrically heated particulate beds is presented. 

Introduction 

In nuclear reactor safety applications, it is of importance to 
be able to determine the maximum heat flux carried upward 
from a liquid-filled, heated particulate bed by evaporation 
(saturated liquid boiling). When this limiting heat flux is 
exceeded, a portion of the bed is observed to dry as 
manifested by the local bed temperature rising above the 
liquid saturation temperature. The term "dryout" heat flux 
has been employed to describe the maximum heat transfer 
capacity of the boiling liquid coolant. 

Within the last ten years, numerous publications dealing 
with dryout in particulate beds have appeared in the 
literature. In general, these papers report on dryout heat flux 
data obtained by volumetrically heating beds of metal par
ticulates or set forth models, most of which are semi-
empirical, for prediction of dryout heat fluxes. 

Experimenters have obtained data using various sizes of 
particles in debris beds composed of uranium dioxide, steel, 
copper, and lead [1-9]. At least four methods of volumetric 
heating have been used. Gabor et al. [1], generated heat in the 
coolant phase by resistive heating. Dhir and Catton [5] used 
an induction furnace to generate heat in the solid phase, a 
technique subsequently used by Gabor et al. [3], Squarer and 
Peoples [6], and Barleon and Werle [7]. Trenberth and 
Stevens [8] produced volumetric heating in the solid phase by 
electrical resistance. Rivard [9] and Lipinski, Gronager, and 
Schwartz [10] have conducted in-pile tests in which volumetric 
heating was produced by fission due to neutron bom
bardment. 

The numerous predictive models and correlations that have 
been set forth include those of Ostensen and Lipinski [11], 
Henry and Fauske [12], and Dhir and Barleon [13] for beds 
composed of particles sufficiently large (large being defined 
here as about one millimeter or more) to permit turbulent 
flow in the interstitial volume of the bed. Models for 
predicting dryout heat fluxes during laminar flow in beds of 
smaller particles (< 1 mm) include those of Dhir and Catton 
[5], Hardee and Nilson [14], Jones et al. [15], and Gabor et al. 
[3]. Lipinski [16] extended the laminar-flow model of Hardee 
and Nilson to include turbulent flow and capillary effects. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
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For the present, it seems sufficient to say that, owing to the 
immense scatter in the data, none of the models that have 
been presented yield accurate values for the dryout heat flux 
of all systems that have been studied, although most of the 
models do agree qualitatively with data, with the model of 
Hardee and Nilson [13], including the Scheidegger [21] 
specific permeabilities giving the best quantitative agreement 
with data taken using volume-heated beds (see below) of small 
particulate. Lipinski [16] has collected the majority of 
available data and compared various models with it. Very 
recently, Squarer et al. [17] have also made such a comparison 
between predicted and measured dryout heat fluxes. It would 
seem that a variation of almost an order of magnitude in the 
experimental data exists. Sizeable differences not only arise 
between the data taken by various investigators in various 
apparatus, but also between data taken with different 
materials in the same equipment. 

A rather limited amout of dryout heat flux data have also 
been obtained with particle beds heated from below the bed 
container (bottom heating). Gabor et al. [1] heated the base of 
the bed with a swirling flame source and measured the dryout 
heat fluxes for sodium or water-cooled U02 beds of 
irregularly shaped particles of a wide size distribution. Dhir 
and Barleon [13] employed and inductively heated copper 
block as a bottom heat source and obtained dryout heat flux 
data in beds of large glass particles saturated with water or 
Freon-113 in turbulent flow. The dryout heat flux for bottom-
heated particle beds is found to be somewhat lower than that 
for volume-heated particle beds. This finding is somewhat 
disturbing, since in most of the modeling work reported so 
far, except for Gabor et al. [3], no distinction is made between 
dryout in a volumetrically heated particulate bed and in a 
bottom-heated particulate bed. There is another difference 
between dryout data taken from beds heated through the base 
and from beds heated volumetrically. The data for 
volumetrically heated beds of intermediate height show a 
dependence on bed height, whereas the dryout data from beds 
heated through the base do not exhibit this dependence. 

The various experimenters agree as to the general features 
of boiling and dryout in liquid-filled particulate beds. Tests 
with dyed water showed that the liquid moves downward 
through the bed while its vapor moves upward, resulting in a 
vertical counterflow of steam and water [1]. Shallow beds of 
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fine particles are prone to localized channeling. As the boiling 
rate is increased, instead of the bed expanding uniformly, the 
upward flowing vapor moves some particles aside and opens 
up channels through the particulate bed. Except for some 
channeling near the very top of the bed, very deep beds of 
high-density particulate behave much like packed beds. 
Formation of distinct channels in beds composed of particles 
having diameters substantially greater than one millimeter 
does not seem to occur. 

In particulate beds heated through the base, a sharp 
reduction in the dryout heat flux is observed as the bed depth 
exceeds the channel penetration depth [18, 19]. The dryout 
heat flux for beds deeper than the channel depth, h, is found 
to be independent of bed depth. A deep bed is here considered 
to be a particulate bed of sufficient depth so that the dryout 
heat flux remains constant with further increase in bed depth. 
A shallow bed is a bed shallow enough to allow the 
penetration of channels completely through to the base. In 
volumetrically heated beds, the measured dryout heat flux 
decreases gradually as bed height increases and approaches 
the deep-bed limit at depths considerably greater than h, 
indicating some intermediate bed-height behavior that falls 
between the deep and shallow limits. An expression that 
successfuly predicts the depth of channel penetration in 
bottom-heated beds of high-density particulate was recently 
reported by Jones et al. [19]. 

The present effort was designed to substantially increase the 
available body of experimental data on dryout heat fluxes in 
particulate beds heated through the base under well-controlled 
conditions. Such information will complement the abundance 
of available dryout data on volume-heated particle beds and is 
necessary for a comprehensive evaluation of existing or future 
dryout theories and to provide a firm empirical basis for their 
improvement. Experimental data were taken for both deep 
and shallow beds and semi-empirical correlations of the data 
were developed. In addition, questions pertaining to the effect 
of capillary forces on dryout are debated and an explanation 
of the observed dryout heat flux versus bed height data trend 
for volume-heated particle beds is presented. Only beds of 
small particles of one millimeter or less in diameter were 
studied, not only because this is the upper limit on particle size 
in liquid-cooled fast-reactor applications, but because the 
two-phase flow in debris beds composed of particles with 
diameters greater than one millimeter appears to be turbulent, 
and channels do not form in beds composed of large particles 
since the vapor cannot push the large particles aside. 

Theories for Correlation of Data 

Deep Beds. Most of the current models [5, 14, 15] for the 
limiting heat flux at incipient dryout are similar, the only 
difference resulting from the choice of a "specific per
meability" for the laminar flow of each phase through the 
bed. The one-dimensional model development begins by 
assuming that the liquid flows downward and the vapor 
generated by boiling flows upward in the form of descending 
liquid columns (or globules) and ascending vapor columns (or 
bubbles). The vapor is formed on the surfaces of the particles 
in the case of volume-heated beds and at the lower boundary 
of a bottom-heated bed by boiling, and the entire bed is 
assumed to be at the liquid saturation temperature. Consider 
two arbitrary vertical locations in the bed separated by a 
distance Az, which is small compared with the height of the 
bed, L. The pressures, Px and P2, at the two locations are 
related by 

Pl-P2=
 J^L-Az + Pvg'Az (1) 

for the upward flow of vapor and 
p,g.Az = Pl-P2 + 

HieU, 
'Az (2) 

K,{oi)K 

for the downward flow of liquid. Note that we assume that 
the flow of both liquid (denoted by subscript I) and vapor 
(denoted by subscript v) satisfy a modified form of Darcy's 
law where K is the single-phase bed permeability which can be 
estimated from the Kozeny equation; namely [20] 

-PL g3 
K~ 180*( l -e) 2 

and where «„(a) and K,(a) are the specific permeabilities, 
which correct the single-phase permeability of the bed for the 
effect of each phase on the flow of the other. The specific 
permeabilities are functions of the volume (void) fraction, a, 
of the pore space occupied by vapor. A mass balance between 
vapor and liquid requires that 

p,Ul{\-a) = pvUva (3) 
and the heat flux from the bed, q, is related to the mass flux of 
vapor pv U„ at the top of the bed by 

q = epuhv,Uva (4) 
Adding equations (1) and (2) and eliminating the velocities Uv 
and Ut in favor of the heat flux, q, via equations (3) and (4) 
leads to the result 

Nomenc l a tu r e 

D 

'v,) 

g 

h 

Ki 
K 

L 
L' 

n 
P 
Q 

= diameter of particles 
in bed 

= kinematic viscosity 
ratio function, 
equation (6) 

= g r av i t a t i ona l ac
celeration constant 

= maximum channel 
penetration depth, 
equation (11) 

= heat of vaporization 
= dimensionless (Kuta-

tedadze) constant 
= total bed height 
= ver t ical d is tance 

between top of 
volume-heated bed 
and flooding plane 

= channel density 
= pressure 
= heat flux above bed 

ymax.deep 

Qu 

u = 

Az = 

limiting (dryout) heat 
flux above bed 
dryout heat flux from 
the deepest volume-
heated bed in a given 
data set, obtained 
from experiment 
dimensionless dryout 
heat flux, equation (7) 
local, vertical velocity 
of vapor or liquid 
through particulate 
bed 
vapor void fraction 
small vertical distance 
in particulate bed 
porosity of bed 
permeability (or 
specific permeability 
with subscripts / or v) 

X 
V-
p 
a 

V 

v»lv\ 

Subscripts 
b 

c 

D 

I 
s 
V 

= wavelength 
= absolute viscosity 
= density 
= interfacial surface 

tension 
= kinematic viscosity 
= kinematic viscosity 

ratio 

= applies to particulate 
bed 

= denotes critical 
wavelength 

= denotes most dang
erous wavelength 

= liquid phase 
= applies to solid 
= vapor phase 
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qvv -[-, 
1 »i 1 

(a) J , , (5) 
hvtK{pi-pv)g La«„(a) v„ {\-u)K,(ct) 

The maximum or limiting heat flux may be obtained by 
selecting the value of a which maximizes q; i.e., we compute a 
from the "flooding" condition dq/da = Q. The value of a so 
obtained is then used in equation (5) to find the dryout heat 
flux, qmax. Therefore, we are led to the conclusion that the 
dryout heat flux must be of the functional form 

= F(vv/p,) 

CONDENSER 

(6) 
h„/K(pi-pv)g 

and thus the dimensionless dryout heat flux for a deep bed 
namely 

iSmax — 
hv,K(pi-pv)g 

(7) 

depends only on the kinematic viscosity ratio, vv/vt. This 
ratio has various values according to the liquid coolant of 
interest, ranging from —5.0 for organic liquids to —325 for 
liquid metals. 

The functional form of F(vv/vj) depends, of course, on how 
one chooses the specific permeabilities K„(CK) and K/(a), which 
in turn depends on one's choice of the two-phase flow con
figuration. In the flow pattern proposed by Hardee and 
Nilson [14], the diameter of each fluid column is large in 
comparison with the size of the spherical packing so that the 
pressure drop due to interfacial shear where liquid is in 
contact with vapor is negligible compared with that due to the 
interaction between fluid and particles. This choice leads to 
K„(a) = K/(a)= 1.0. Hardee and Nilson also derived another 
expression for F(vv/v,) based on the following empirical 
expressions suggested by Scheidegger [21] for cocurrent flow 
only 

(1-a) 3 l . l a -0 .1 
K„(a) = .K/(a)= —: 

a 1 — a 

(8) 

Lipinski [16] extended the Hardee-Nilson model that in
corporates equation (8) to include the effects of capillary 
forces and turbulent flow (large particles). In the flow regime 
suggested by Jones et al. [14], the two phases are in intimate 
contact, and one considers the mutal "frictional force" 
between the two phases as well as how one phase changes the 
pore space available to the other phase. The work of Jones et 
al. results in K„(a) = a(l - a ) and «,(«) = (1 - a ) 2 . Dhir and 
Catton [5] proposed that the heat transfer is limited only by 
the rate of liquid downflow in deep (packed) beds. This is 
equivalent to letting «„(«) — oo in equation (5). In this limit, q 
does not exhibit a maximum on a plot of q versus a, so that an 
expression for the limiting heat flux must be developed in 
terms of an unknown constant which must be established 
from experimental data. Most recently, Jones [18] expressed 
the specific permeabilities in terms of the perimeters around 
the flow areas of each phase and searched over all admissible 
values of perimeters, employing laboratory observations and 
geometrical constraints, in an attempt to bound the specific 
permeabilities. He showed that reasonable guesses for 
perimeters result in reasonable agreement with the dryout heat 
flux data. 

It is important to note that equation (6) in combination with 
any of the various functional forms of F(vv/v,) invoked by 
researchers is obtained without reference to the method of 
heating the bed. Later on we will use equation (6) as a guide to 
the presentation of data on dryout heat flux for particle beds 
heated through their bases. 

Shallow Beds. Visual observations made during this study 
indicate that when beds become sufficiently shallow to allow 
channels to penetrate completely to their bases, the number of 
channels increases. There is in conjunction with this increase 

Fig. 1 Schematic of the experimental apparatus 

in the number of channels, an observable increase in the 
motion of the particles. As the bed depth becomes less than 
the maximum obtainable channel depth, incipient fluidization 
seems to be reached. Although there is little vigorous 
movement of particles except when the bed is very shallow, 
the bed (particles plus liquid) seems to behave as a single fluid. 

In deep beds a noticeable jump in vapor fraction, which can 
be observed at the test section wall, occurs between the 
channeled zone, where vapor is predominantly in the chan
nels, and the region below. Although the vapor fraction 
measurements (described in the next section) exhibit much 
scatter, they indicate that about 50 percent of the interstitial 
volume of the deep bed region is occupied by vapor. Ob
servations of channel size and density, however, indicate that 
vapor occupies no more than 10 percent of the interstitial 
volume in the channeled region. It is reasonable to suppose 
that, in bottom-heated beds, a very sharp change in the vapor 
and liquid fractions also occurs just below the base of the 
channels when the total bed depth becomes less than the 
maximum channel depth. This observed and postulated jump 
in vapor fraction for deep and shallow beds, respectively, 
serves as a horizontal interface between a lower vapor phase 
and a heavier liquid-particle (slurry) phase. In fact, as will be 
demonstrated in a following subsection, in analogy with pool 
boiling from a horizontal surface, one finds that the vapor 
channels are spaced in a pattern which is predicted by the 
consideration of Taylor instability. Consequently, an analysis 
based on a method similar to that used for predicting critical 
boiling heat fluxes from horizontal surfaces seems a 
reasonable way to approach the modeling of dryout heat 
fluxes from shallow beds which are channeled completely 
through. This involves using Taylor instability theory to 
predict the spacing between channels and Kelvin-Helmholtz 
instability theory to predict the maximum allowable vapor 
velocity through the channels. This procedure, which is 
reported in detail in [18], results in the following modified 
form of Zuber's [22] or Kutateladzes' [23] expression for the 
peak heat flux in pool boiling for use in predicting dryout heat 
fluxes in shallow particulate beds 

hviPvVl[°g(Pb-Pv)YA = K = constant (9) 
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where the constant K was determined by the experiments to be 
0.035 (see below). 

Note that equation (9) differs from the classical boiling 
correlation in that a hydrostatic force based on the bed 
density 

Pb=ps{\-t) + p,t (10) 

is used in place of the liquid hydrostatic force. This sub
stitution is a direct consequence of the assumption that the 
pressure drop through a shallow particulate bed corresponds 
to that at incipient fluidization. Dryout in shallow beds was 
also postulated by Dhir and Catton [5] to occur when the 
vapor velocity in the channels exceeds the Kelvin-Helmholtz 
critical velocity. However, the channel spacing was not 
determined by these workers to be due to Taylor instability. 
Instead, they applied a potential energy principle to arrive at 
the channel density and presented an expression for dryout 
heat flux as a function of bed height. 

Experiment 

Details of the experimental apparatus, procedure, and error 
analysis are found in [18] and therefore only a brief 
description is provided in this section and in the following 
section. The apparatus utilized for collection of limiting heat 
flux data is depicted in Fig. 1. In general, the apparatus 
consisted of a heat source, a test section, a condenser and 
coolant circulation system, and instrumentation for ther
mocouple readout. 

A 1500-W hot plate, a gas-oxygen flame, or an oxygen-
acetylene torch provided heat through the base of the bed. 
The test section was a glass pipe having an i.d. of either 25.4 
mm, 50.8 mm, or 101.6 mm. It was secured at the bottom to a 
copper flange, and at the top to a brass flange fitted with an 
adapter to a 29/42 standard taper fitting. Cooling water was 
supplied to the spiral, glass condenser from a 5-gal carboy by 
means of a peristaltic pump. Chromel-alumel thermocouples 
were used to monitor the inlet and outlet coolant temperatures 
at the condenser, the temperature of the copper flange which 
supported the bed, and in some experiments, the temperatures 
in the bed at heights of approximately 3 mm and ap
proximately 25 mm above the copper flange. Chart records, 
accurate to ± 1 percent in the 0-5 mV range, were used to 
record thermocouple readings. 

Considerable effort was spent to construct beds of particles 
having uniform shape and size. Details concerning the size 
distributions of the particles used and a discussion of the 
effects of particle nonuniformity are given in [18]. Porosity 
measurements were made both within the apparatus and 
outside the apparatus in a graduated cylinder. The measured 
porosity seemed to be dependent on the way the particles align 
themselves as they were poured into the test section, but all 
porosity measurements were repeatable to ± 7 percent of 
their mean. 

The dryout limit was measured by monitoring the tem
perature difference between the inlet and outlet of the con
denser. If, following an increase in heat flux added to the? bed, 
both the temperature difference and the coolant flow rate 
remained approximately constant for several minutes, the 
heat flux was significantly increased to determine if a true 
dryout had been reached. If, after another several minutes, 
the temperature difference measured from the condenser 
remained essentially the same or decreased, and no change in 
coolant flow rate occurred, the maximum heat flux obtained 
during this time was taken as corresponding to incipient 
dryout. The dryout heat flux was then calculated from the 
heat balance over the condenser using this temperature dif
ference. 

In addition, during experiments in which the heat flux into 
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Fig. 2 Dryout heat fluxes from lead particulate beds In methanol as a 
function of bed height, showing the sharp transition from shallow to 
deep beds 

the bed exceeded the dryout heat flux for a significant period 
of time, dryout could be observed visually, and was verified 
by a sharp rise in the temperature near the bottom of the bed, 
which normally remained at the liquid saturation tem
perature. The heat flux measured from the condenser during 
these post-dryout conditions, when liquid was actually being 
expelled from the lower portions of the bed, was not, in deep 
beds, significantly different from the heat flux measured 
when flooding conditions, as indicated by the plateau in the 
amount of heat removed through the condenser, were first 
reached in the bed. This indicates that flooding in deep beds 
was a phenomenon dependent on local conditions restricting 
the flow and not limited to the bottom of the bed where the 
vapor was generated. In a few experiments, the heat transfer 
surface at the base of the bed was increased by a factor of four 
while holding the bed diameter fixed to determine if heat 
transfer was limited at the base. No significant change in the 
dryout heat flux resulted from extending the heat transfer 
surface, lending additional support to a two-phase flow 
model for dryout (or flooding) within the interior of deep 
beds. Experiments with deep beds were conducted in which 
the bed diameter was increased by a factor of four. Scale 
effects were determined to be negligible. 

Determination of channel depth, density, and vapor 
fraction were based on direct visual measurements. Channel 
depths were measured at the wall of the test section at various 
times during a given experiment. The channel depths 
remained fairly constant, but the apparent depth of various 
channels in a bed differed, depending on their orientation 
with respect to the test section walls. The distance between the 
top of the bed and a noticeable jump in vapor fraction at the 
base of the channels was approximately constant around the 
entire perimeter of the test section. Measurements of channel 
density were accomplished by counting the channels in a thin 
region adjacent to the test section wall. This localized channel 
density was assumed to be identical to that of the entire bed. 
The total volume of vapor present at incipient dryout could be 
determined by measurement of the total expansion of the 
coolant pool. To obtain the total vapor volume in the bed, the 
volume of vapor in the coolant pool above the bed, estimated 
from existing data and correlations on bubbling in liquid 
columns, was subtracted from the total vapor volume ob
tained by measuring the boil-up height. 

Estimates of channel diameter were also made by visual 
comparison with the diameter of nearby particles. In general, 
the channel diameter did not appear to vary with particle size 
and seemed to be very nearly proportional to the spacing 
between channels. Channel diameters were usually on the 
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Fig. 4 Correlation of dryout heat flux data from shallow beds versus 
ratio of bed depth to predicted channel depth 

order of, but somewhat larger than, the larger diameter 
particles used in this study. 

Experimental Results and Discussion 
A vast quantity of experimental data was obtained, and 

pertinent parameters were varied over a wide range. The 
average particle diameter varied from about 400 to about 
1100 ^m. Water, isopropanol, acetone, methanol, and Freon-
113 were used to obtain deep bed data, providing an order or 
magnitude variation both in the,heat of vaporization and in 
the ratio of kinematic viscosities, VV/P/. Deep bed data were 
taken with beds composed of glass, steel, copper, and lead 
particles. Studies in which the bed height was varied from very 
shallow to very deep were conducted with fourteen various 
liquid-solid systems. All the data in tabular form can be found 
inRef. [18]. 

Height-Dependent Studies. A representative plot showing 
the results of the height-dependent studies is presented in Fig. 
2, the dryout heat flux being plotted against bed height for 
lead particulate beds in methanol. A similar plot for copper 
particulate beds in water can be found in [19]. Additional 
plots of this type for other liquid-solid pairs are available in 
[18]. 

The vertical (dashed) line in Fig. 2 corresponds to the 
penetration of the channels as predicted by using the Jones et 
al. formula [19] 

6a 
h=- — (11) 

(ps-p,)geD 
The formula gives a good indication of the bed height that 
divides shallow bed behavior from deep bed behavior. Despite 
the scatter in the data, it can be concluded that the dryout heat 
flux for deep beds is independent of bed height. The sharp 
increase in heat flux shown in the figure as the bed depth falls 
below the maximum channel depth, h, and enters the shallow-
bed regime is typical of the bottom-heated system. 

The data scatter in Fig. 2 is a result of several experimental 
difficulties. While precise information on the pertinent 
properties of the liquid and vapor phases are available in the 
literature, the solid is difficult to characterize. Not only is the 
overall permeability difficult to predict, but local variations 
of permeability within a given bed can significantly alter the 
dryout heat flux. The extent of errors in the dryout heat flux 

measurements resulting from these local variations is very 
difficult, if not impossible, to estimate. Accordingly, an 
enormous number of data points were taken to better quantify 
the limits of reliability. 

In deep bed studies the principal errors incurred were 
probably due to heat losses through the apparatus walls, 
especially in experiments throughout which visibility was 
desired and the apparatus was uninsulated. In experiments 
with beds immersed in methanol, acetone, or Freon 113, 
maximum possible heat losses were estimated at less than 25 
percent of the dryout heat flux. However, maximum possible 
heat losses during experiments with isopropanol or water were 
estimated to be as much as 50 percent. Thus some of the data 
taken from very deep beds tends to be low. 

In experiments with shallow beds, the heat fluxes are 
sufficiently high so that heat losses are negligible. In this case, 
however, the boiling heat flux that first increases with the 
applied heat flux reaches a peak value and falls abruptly to a 
minimum, passing quickly through a "transition" boiling 
regime. This minimum corresponds to the establishment of a 
vapor film above the base of the bed. The condenser response 
time is too slow to follow this transition, and thus mixing in 
the condenser leads to some distortion of the peak and 
minimum heat flux measurements. It is interesting to note 
that when the particulate bed is quite deep, the heat flux above 
the bed reaches a maximum value and remains at the value 
despite great increases in the applied bottom heat flux (or base 
temperature). These observations illustrate that the 
mechanism controlling the dryout heat flux in a shallow bed is 
similar to that for the peak heat flux in pool boiling of a pure 
liquid and quite different from the mechanism that limits the 
heat flux in a deep bed. 

Deep Beds. All the deep bed data collected in this study 
are plotted in dimensionless form in Fig. 3 as a function of the 
kinematic viscosity ratio, along with the models by Dhir and 
Catton [5], Hardee and Nilson [14], and Jones et al. [15] for 
very deep beds composed of small particles. Each of the five 
data flags represents a different coolant, but consists of at 
least 18 data points taken from beds composed of various size 
particles of glass, stainless steel, copper, and lead. A limited 
number of data points obtained with induction (volume) 
heating of deep beds are also included for comparison pur
poses [3, 6, 8,24]. 

Except perhaps for the semi-empirical correlation 
recommended by Dhir and Catton [5] for deep beds, the 
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Table 1 Comparison of predicted channel densities with observed channel densities (channels/cm2) 
Predicted Predicted Observed Observed 

Type of channel density channel density channel density channel density 
particles Coolant (equation (13)) (equation (14)) (shallow beds) (deep beds) 

Stainless steel 
Stainless steel 

Stainless steel 
Stainless steel 
Copper 
Lead 
Lead 
Lead 

Water 
Water/ 
surfactant" 
Methanol 
Isopropanol 
Water 
Water 
Methanol 
Isopropanol 

2 
4-8 

7 
8 
2 
3 
10 
11 

1 
2-3 

2 
3 
1 
1 
3 
4 

2 
-
11 
6 
5 
4 
12 
-

2 
10-15 

5 
4 
2 
3 
5 
11 

"The surface tension of this solution in the bed was not known exactly. Capillary rise measurements indicated a surface 
tension of 15-30 dynes/cm. 

models seem to yield curves which fit the form of the deep-bed 
data quite well. As mentioned previously, the exact numerical 
result depends on how one chooses specific permeabilities. As 
is evident from the data in Fig. 3 , dryout heat fluxes obtained 
with bot tom heating are generally lower than fluxes obtained 
with volume heating. 

For deep, bot tom-heated beds, the dimensionless grouping 
of the limiting flux as suggested by equation (6) does an ex
cellent j o b of eliminating trends in the data with particle 
diameter, bed porosity, and properties of the solids for all the 
liquid constants used in this study except Freon-113. There 
seems to be an unexpected variation of the dimensionless heat 
flux, £>max> with particle size in the da ta taken with Freon. 
This might result from vapor velocities that are sufficiently 
large so that the assumption of laminar flow could result in an 
incorrect diameter dependence. Particle Reynolds numbers 
for the Freon-113 systems correspond to flow intermediate 
between laminar and turbulent. An exponent of one 
(corresponding to near turbulent flow) in defining the 
dependence of permeability on the mean particle diameter, 
rather than two, would better reduce the da ta for Freon-113. 

The dryout heat flux data obtained in this study using the 
bottom-heating technique can be adequately represented by 
the correlation 

*£max 
0.015(x„/e ;)

0-8 

(12) 
[l+0.003(vv/vi)2]025 

which passes through the centroid of the data.1 Caution 
should be exercised in using this correlation outside the 
kinematic viscosity ratio range 4.0 < vu I vt < 75. 

Channel Density. Recall that equation (9) for the peak 
heat flux above a shallow particulate bed assumes that the 
channels arise in boiling in particulate beds from Taylor 
instability. In deriving equation (9), a modified "effective 
wavelength" is postulated for the vapor-liquid/particulate 
interface by substituting a hydrostatic force based on the bed 
density pb [see equation (10)] for the liquid hydrostatic force 
used in classical analyses of interfacial instability. This 
procedure results in the following modifications of the critical 
and "most dangerous wavelengths" for use in predicting 
channel density, as given by Zuber [22], and Bellman and 
Pennington [25] 

and 

\ f l = 2 7 r ( - ) 

(13) 

(14) 

Here Xc is the critical wavelength and \D is the most 
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Fig. 5 Dependence of dryout heat flux on bed depth for inductively 
heated steel particulate beds In water 

dangerous (or most unstable) wavelength. If we now carry our 
analogy with pool boiling from a horizontal surface a step 
further and suppose that just one channel rises from each 
unique square on a grid composed of squares with sides equal 
in length to one wavelength, a calculation of channel densities 
can be made as follows 

1 
(15) 

To avoid "overcrowding" in Fig. 3, a plot of equation (12)' is not shown. 

where n is the channel density and X is the spacing between 
channels. 

Table 1 is a comparison of predicted channel densities with 
the average observed channel densities listed in [18], each 
observation having been given equal weight. Observed 
channel densities listed for shallow beds include only data 
from beds that were channeled completely to the base. Those 
listed for deep beds include only da ta for beds at least two 
centimeters deeper than the channel depth. Channel densities 
are predicted using both the critical and most dangerous 
wavelengths. A bed porosity of 0.4 is assumed. 

Table 1 indicates that , generally, channel densities in deep 
beds range between the values predicted using the modified 
critical and most unstable wavelengths, given by combining 
equations (13) or (14), respectively, with equation (15). 
Channel densities in shallow beds appear to be approximately 
equal to , or perhaps slightly greater than, the channel den
sities predicted using the modified critical wavelength. Thus a 
correlation of dryout heat fluxes from shallow beds might be 
based upon the notion of instability at an interface with the 
critical wavelength defined by equation (13). Certainly the 
most convincing argument for the utility of equation (13) or 
(14) and equation (15) in this regard is the massive increase in 
the number of channels obtained in stainless steel particulate 
beds immersed in solutions of water with a commercial 
surfactant. 
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Shallow Beds. Figure 4 is a plot of the shallow bed dryout 
data, with the heat flux reduced as in equation (9), against the 
ratio of bed depth to predicted channel depth [see equation 
(11)]. The five data points lying above the remainder of the 
data all correspond to very shallow beds immersed in water. 
Owing to the fact that each of these five data points was 
produced with the shallowest bed studied using a given size 
and type of particles in water, which is a vigorously boiling 
liquid, it is thought that fluidization and bed expansion 
resulted in higher heat fluxes. Otherwise the data show no 
dependence on bed height. The independence on bed height 
exhibited by these data is in agreement with equation 
(9). In addition, the correlation eliminates trends with respect 
to both the type of particles and type of coolant used. The 
bulk of the data is fitted best with equation (9) by setting 
# = 0.035. 

Effects of Interfacial Forces and Differences Between 
Dryout Heat Fluxes Resulting from Heating Technique 

As Fig. 3 demonstrates (see also Fig. 5), dryouts in beds 
heated inductively or electrically consistently occur at higher 
heat fluxes than do dryouts in bottom-heated beds, even for 
very deep beds. The numerous models presented in Fig. 3 
serve to demonstrate how a change in the effective per
meability of either phase can alter the magnitude of the heat 
flux at incipient dryout. It is not unlikely that boiling on the 
particle surfaces results in somewhat different hydrodynamics 
than boiling on a flat plate below the bed. The nature of these 
differences remains uncertain. One possibility is that, in 
volumetrically heated beds, the plane of flooding is suf
ficiently near the bed surface for the local porosity to be 
significantly greater than it would be at the base of the bed. 
Also, a reduction in the interfacial area of liquid and vapor 
due to localized areas of higher vapor generation, or a flow 
regime change due to boiling on the surface of particles, might 
result in an increase in dryout heat flux similar to that which is 
experimentally observed. The data of Gabor et al. [1] for 
volumetrically heated beds of uranium dioxide with vapor 
generated by electrical resistance heating in the sodium 
coolant rather than in the solid may support such a 
hypothesis. Although their beds contained particles of various 
sizes (from 100 /an to 1 mm) and had high porosities, their 
dryout data for deep beds seem to converge to the results they 
obtained by bottom heating similar sodium-uranium dioxide 
systems. Perhaps resistance heating of the liquid phase 
resulted in more uniform vapor generation or in a less tur
bulent two-phase flow. 

As seen in Fig. 5, the dryout data for volumetrically heated 
beds show a dependence on bed height. This is especially true 
for beds immersed in high-surface tension coolants such as 
water or liquid sodium. This tendency toward greater dryout 
heat fluxes from beds of intermediate height has been ex
plained by Lipinski [16, 26] as being a result of capillary 
forces that maintain a pressure difference between liquid and 
vapor throughout the bed. At a definite interface capillary 
forces can act on the liquid phase, pulling liquid toward the 
interface in a manner similar to that observed in capillary rise 
experiments. Such an interface exists at the base of the 
channeled zone and has been discussed herein and in [19] and 
is believed to be a dominant factor in channel behavior. The 
basis for including capillary pressure terms in a deep-bed 
dryout-heat flux model (as done, e.g., by Lipinski) is that 
there must also exist sizeable changes in vapor volume 
fraction a along the vertical axis of the bed in the region well 
below the channeled zone. Visual observations for both 
bottom- and volume-heated beds, however, do not indicate 
marked changes in vapor fraction in the deep-bed region 
where flooding seems most likely to occur. Therefore, an 

alternative explanation of the data trend in Fig. 5 has been 
devised. 

Consider a volumetrically heated bed with uniform heat 
generation. The vapor flux increases linearly with axial 
distance above the bottom of the bed. Thus the vapor flux is 
highest at the top of the bed. If the bed is unchanneled, 
flooding should then occur at the top. However, due to the 
presence of channels, the top of the bed can sustain much 
higher fluxes than lower portions of the bed without ex
periencing flooding. From our bottom-heated dryout data 
from beds of various metals submerged in water, we find that 
dryout heat fluxes begin to rise above the deep bed values at 
bed depths 1 to 2 cm greater than the estimated channel depth. 
Suppose that flooding occurs in a volumetrically heated bed 
on a horizontal plane just below the bed depth which is 
capable of sustaining larger vapor fluxes. Then the vapor flux 
responsible for flooding is not that generated by the entire 
bed, but only the fraction of the vapor flux due to heat 
generation and boiling below the flooding plane. Thus if the 
dryout heat flux for a very deep bed is known, as well as the 
distance between the flooding plane and the top of the bed, a 
prediction of dryout heat fluxes at intermediate bed depths 
can be made as follows 

L 
Vmax — T _ T / *<7max,deep 

(16) 
where gmax is the dryout heat flux measured at the top of the 
volume - heated bed in question, <7max.deep is the dryout heat 
flux measured from a very deep volume-heated bed of the 
same material, L is the total height of the bed, and L' is the 
vertical distance between the flooding plane and the top of the 
bed. 

In Fig. 5, dryout data from volumetrically heated beds [3, 
6] are compared with dryout heat fluxes calculated from 
equation (16). Additional comparisons with all the existing 
data showing the height dependence of dryout heat fluxes 
from volumetrically heated beds composed of small, 
reasonably uniform particles are found in [18]. The dark 
curves labeled A and B result from equation (16) and the 
assumptions that the flooding plane lies one and two cen
timeters below the base of the channels (i.e., L' =h + 1 or 2 
cm), with the channel depth calculated from equation (11). 
The dashed curves labeled C in Fig. 5 result from Lipinski's 
[16] inclusion of capillary terms in the momentum equations 

r 6a{l-e) 1 
L De(p,-pv)gLJ 

In all cases, qmm is obtained by solving equations (16) or (17) 
with <7max,deep evaluated as the dryout heat flux from the 
deepest bed in the data set. 

Reviewing Fig. 5, it appears that an interpretation of 
volumetrically heated dryout data based on equation (16) is 
quite reasonable except, of course, in the limit L-~L'. Note 
that the dependence of surface tension is preserved in this 
interpretation due to the effect of this parameter on channel 
depth. It should be noted that the ideas presented in the 
foregoing are similar to those used by Gabor et al. [1] to 
predict dryout data from volumetrically heated beds (with 
electrical resistance heating in the liquid) using dryout data 
from identical beds heated through the base. This cannot be 
done in our case, however, since dryout heat fluxes from beds 
with volumetric heating in the solid phase appear to be greater 
than those from bottom-heated beds, even in the deep bed 
limit. 

A few more words should be said about the effects of 
capillary forces on dryout heat fluxes before concluding. 
Trenberth and Stevens [8] report very low dryout heat fluxes 
resulting from the addition of a surfactant to the coolant. In 
efforts to repeat such experiments in our bottom-heated 
apparatus, the heat flux at incipient dryout could not be 

182/Vol. 106, FEBRUARY 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



accurately measured. Dryout seemed to occur at very low heat 
fluxes. However, the post-dry out heat fluxes measured from 
beds immersed in a surfactant solution having a surface 
tension approximately one-half that of water were quite 
similar to those measured from beds immersed in water. In 
addition, foaming was observed in the liquid coolant above 
the particulate bed. Thus, it is suspected that dryout occurred 
prematurely due to a drastic change in flow regime within the 
bed, rather than being due to a reduction in "capillary 
pressure" difference between liquid and vapor as expressed by 
equation (17). 

Conclusions 

The major conclusions of this study are: 

1 The dependence of the dryout heat flux (dimensionless) 
on the vapor-liquid kinematic viscosity ratio exhibited by the 
existing models for prediction of dryout heat fluxes in deep 
particulate beds seems nearly identical to the trend observed 
in the experimental data. Current understanding, however, is 
insufficient to provide accurate models for prediction of 
dryout heat fluxes from volume- or bottom-heated deep beds 
composed of small particles. 

2 Dryout heat fluxes above bottom-heated, shallow beds 
composed of small particles may be correlated by analogy 
with the boiling crisis which occurs in pool boiling from a 
horizontal surface. 

3 The trend of dryout heat fluxes with bed height for 
volumetrically heated particulate beds can be explained by 
assuming that flooding occurs locally just below the chan
neled zone. By comparing with the available data, the plane of 
flooding in most beds may be estimated at 20 mm below the 
base of the channels. 
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Prediction of Nucleate Pool Boiling 
Heat Transfer Coefficients of 
Refrigerant-Oil Mixtures 
This paper describes an experimental investigation to determine the mechanism 
governing nucleate pool boiling heat transfer in refrigerant-oil mixtures, the role 
diffusion plays in this process, and the influence of the fluid mixture properties. 
Boiling heat transfer data were taken in mixtures of up to 10 percent oil by weight in 
R-113. Thermophysical properties of the mixtures (density, viscosity, surface 
tension, specific heat, and contact angle) were measured. The decrease in heat 
transfer coefficient with increasing oil concentration is attributed to diffusion in an 
oil-enriched region surrounding the growing vapor bubbles. A correlation based on 
the postulated mechanism is presented which shows fair agreement with the ex
perimental data from this study and with data obtained from the literature. 

Introduction 

When designing the evaporator of a refrigeration system, 
one must be able to accurately predict the boiling heat transfer 
coefficients of the refrigerants used. However, the fluids 
being circulated within these refrigeration systems generally 
are not pure refrigerants, but are refrigerant-oil mixtures. 
Even with pure liquids, the prediction of the boiling heat 
transfer coefficient is difficult because of all the variables 
involved. The addition of a miscible liquid to the pure fluid 
further complicates the problem by producing an extremely 
complex process whose governing mechanisms might differ 
from those of the pure liquid. 

The literature dealing with the effect of oil contamination 
on boiling of refrigerants in pool boiling heat transfer is quite 
limited. Various studies, e.g., [1-5], have shown that the 
nucleate boiling heat transfer coefficients decrease with in
creasing oil concentration. Increasing oil viscosity also ap
pears to decrease the heat transfer coefficient [2, 4]; however, 
this is contradicted by the data in [3] which found the opposite 
to be true. No explanation was offered for this contradiction. 
In some instances at low oil concentrations (< 3 percent), the 
heat transfer coefficients actually increased compared to the 
pure refrigerant data [1-3]. This result was attributed to the 
effects of foaming of the mixture, which occurred in the 
mixtures when boiled at low saturation temperatures 
( -18°C) . 

Only one model of the governing processes involved in 
boiling of refrigerant-oil mixtures was found. Stephan [1] 
suggests that as a refrigerant-oil mixture boils, the liquid layer 
near the superheated surface becomes oil-enriched as the more 
volatile refrigerant component evaporates into the interior of 
the bubbles which are forming adjacent to the heated surface. 
Thus, the exterior surface of these bubbles is composed of an 
oil-enriched layer. This higher oil concentration results in a 
higher surface tension, thus requiring the growing bubbles to 
do more work. Hence, the bubbles grow more slowly, and the 
heat transfer rate, which is dependent on the rate at which 
bubbles depart from the heated surface, decreases. Recently, 
Stephan [6] has presented a review paper in which this idea is 
expanded and clarified. 

Sauer and Chongrungreong [4] developed a dimensional, 
nonmodel based correlation from the data in [1-5]. The 
equation 

h = 0.05253 

[PV 

l/x/hfg} L k, J 

L 0.01588 J I r p„ J 
Pi_ 

Pv 
which 

(1) 
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uses bulk mixture properties, which were calculated by 
assuming that the mixtures behaved as ideal mixtures (e.g., 
equations (3), (4), and (5)). No confirming mixture property 
data were obtained. While equation (1) predicts the same 
trends as found in the experimental results, there appears to 
be a systematic overprediction as the oil concentration in
creases. This was attributed to poor prediction of the mixture 
viscosity. 

The work done on other binary mixtures, such as those 
surveyed by Van Stralen [7], have applicability to refrigerant-
oil mixtures. In these mixtures, with either two relatively 
volatile liquids or with one liquid much more volatile than the 
other, the heat transfer coefficients are lower than those 
obtained during boiling of the pure components. Diffusion at 
the vapor/liquid interface in the bubble plays an important 
role in reducing the bubble growth rate. This can lead to lower 
heat transfer rates. This situation appears to be similar to that 
experienced in nucleate pool boiling of refrigerant-oil mix
tures. 

The objectives of this study, thus, were to determine the 
effect of oil on the refrigerant thermophysical properties, to 
investigate the role of diffusion on the boiling heat transfer 
coefficients in refrigerant-oil mixtures, and to examine the 
mechanisms controlling nucleate pool boiling of refrigerant-
oil mixtures. 

Experimental Apparatus 

Heat transfer data were obtained by boiling the pure R-113 
and R-113-oil mixtures on the outside of an electrically (d-c) 
heated tube which was immersed in a saturated pool of the 
liquids at one atmosphere (see Fig. 1). All test sections were 
constructed with 321 stainless steel seamless tubing 12.7 mm 
in diameter. The heated length was 102 mm. Direct current 
power was supplied to the test section by a silicon rectifier d-c 
power supply (1 percent ripple). 

Six copper-constantan thermocouples, evenly spaced 
around the circumference of the test section, were used to 
measure the inside wall temperatures of the test section. The 
thermocouple beads were electrically insulated from the test 
section and were held in tight contact with the inner tube wall 
using a simple mechanical expansion device. Four ther-

184/Vol. 106, FEBRUARY 1984 Transactions of the ASME 
Copyright © 1984 by ASME

  Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



THERMOCOUPLE 

AND 

VOLTAGE 

TAP LEADS 

COVER 

STAINLESS STEEL TUBE 

Fig. 1 Schematic oi boiling apparatus 

mocouples were placed in the pool near the test section to 
measure the bulk pool temperatures. An auxiliary electric 
immersion heater was used only to preheat and deaerate the 
pool prior to taking data. 

Thermophysical properties of the pure oil, pure R-113, and 
R-113-oil mixtures were measured with a variety of in
struments which were first calibrated with fluids with known 
properties. A Lauda-Brinkmann constant temperature bath 
maintained the mixture to ±0.02°C for all property 
measurements. Densities were obtained by recording the 
volumes of a known mass of fluid at a fixed, known tem
perature. As determined through a propagation-of-error 
analysis, the estimated uncertainty in the density is ± 1 
percent. The calibration fluids were R-113 and distilled water 
[8]. 

Dynamic viscosities were measured with a Hoeppler 
Precision Falling Ball Viscometer. An external water jacket 
regulated the temperature of the sample. Viscosities could be 
measured to an accuracy of approximately ±0.02 centipoises. 
The calibration fluid was distilled water [8]. 

Surface tension was measured with a Cenco-du-Nuny 
Tensiometer. This device utilized the ring method for 
determining surface tension. The accuracy of the ten-
sionmeter was within ±0.3 dynes/cm. The calibration fluid 
was distilled water [8]. 

Specific heats were measured using a calorimeter and the 
method of mixtures. Specific heats could be determined with 
an accuracy of approximately ±10 percent. The calibration 
fluids were distilled water and acetone [8]. 

To measure the dynamic contact angle, photographs of 
bubbles growing from a single isolated nucleation site were 
taken using a stroboscopic flash to stop the bubble action. 
Using photographs enlarged 30 times their original size, the 
contact angle then could be directly measured using a 
protractor. To obtain a single nucleation site, a small, flat 
electrically heated stainless steel test section was built. One 
artificial nucleation site approximately 0.25 mm in diameter 
was machined into this surface using electro-discharge 
machining. The accuracy of the dynamic bubble contact 
angles obtained with this procedure was estimated to be ±5 
deg. 

Instrumentation necessary for measuring the thermal 
conductivities of liquids was not avaibable for this study. 
Therefore, the Filippov and Novoselova [9] correlation was 
used to predict the thermal conductivities of the mixtures 
when the thermal conductivities of the pure components of 
the mixtures are known. This correlation is 

k,„ =kri{\ -Q + kolC~0.72(kol-krl)(l -QC (2) 

Four different refrigeration oils were used to form the R-
113-oil mixtures. Three oils were from one manufacturer and 
had nominal viscosities of 22.5, 36.5, and 71.0 cp at 47.7°C. 
The fourth oil was from a second manufacturer and had a 
viscosity (39.0 cp) close to that of one of the other oils. The 
two oils with similar viscosities were used to determine 
whether the measured thermophysical properties were suf
ficient to characterize the effects of oil on pool boiling heat 
transfer, or whether other oil additives need to be considered. 

Experimental Procedure 

Pure refrigerant boiling data were obtained for reference so 
that a direct evaluation of the effect of the oil could be made. 
After filling the tank with pure R-113, an electrical immersion 
heater was used to degas and preheat the pool to saturation 
temperature; upon reaching the desired temperature, the 
electric immersion heater was switched off and the d-c power 
supply was turned on. The power supplied to the test section 
was gradually increased in increments of approximately 
10,000 W/m2 to a maximum of about 100,000 W/m2 . After 
the maximum power level was reached, the' power was 
gradually decreased in increments and then was again in-
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= diffusion boundary layer 
thickness (m) 

a. = 
S = 
e = 

jX = 

P = 
a = 
</» = 

Subscripts 
eff = 

/ = 
m = 
o = 
r = 

sat = 
v = 
z = 

thermal diffusivity (m2/s) 
mass diffusivity (m2/s) 
contact angle (deg) 
dynamic viscosity (cen
tipoises, cp, 10~3 N-s/m2) 
density (g/cm3) 
surface tension (dyne/cm) 
volume fraction 

based on effective oil 
concentration 
liquid 
mixture 
oil 
refrigerant 
saturation 
vapor 
Forster-Zuber equation (8) 
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Table 1 Summary of thermophysical properties at 47.7°C 

Fluid P 

(g/cm3) ( l ( r 3 N-s /m 2 ) (kJ/kgK) (dyne/cm) (deg) (W/mK) 
R-113 
R-113-Oil#l 

R-113-Oil#2 

R-113-Oil#3 

R-113-Oil#4 

0.0 
0.02 
0.05 
0.10 
0.25 
0.50 
1.00 
0.02 
0.05 
0.10 
0.25 
0.50 
1.00 
0.02 
0.05 
0.10 
0.25 
0.50 
1.00 
0.02 
0.05 
0.10 
0.25 
0.50 
1.00 

1.545 

1.355 

0.853 

1.388 

0.908 

1.388 

0.878 

1.381 

0.903 

0.48 

0.50 
0.58 
0.68 

22.5 

0.50 
0.59 
0.69 

36.5 

0.52 
0.60 
0.75 

71.0 

0.50 
0.58 
0.74 

39.0 

0.996 

1.234 

1.795 

1.297 

1.807 

1.218 

1.753 

1.226 

1.745 

15.3 

16.6 
17.1 
18.1 

21.8 
25.2 

17.1 
17.7 
18.4 

22.1 
25.1 

16.5 
18.0 
18.5 

22.5 
25.7 

15.7 
17.2 
18.0 

22.0 
25.1 

60 
63 
61 
64 

61 
60 
60 

63 
63 

62 
66 

0.0706 

0.0709 
0.0715 
0.0725 

0.1249 

0.0709 
0.0714 
0.0725 

0.1237 

0.0709 
0.0714 
0.0724 

0.1230 

0.0709 
0.0714 
0.0725 

0.1237 

"Obtained using Eq. 2 and data from [14, 15]. 

creased, in order to replicate the data obtained during the 
decreasing power sweep. After each level of power was at
tained, the system was allowed to reach steady state and then 
all the data were recorded. 

At the completion of all the tests, the liquid level was 
checked to see if the amount of refrigerant had changed. 
Because of the water-cooled condenser, refrigerant loss was 
negligible. After a run using pure R-113 was completed, a 
known amount of oil was added to the known quantity of 
refrigerant in the pool in order to bring the oil concentration 
in the refrigerant to 2 percent oil by weight. The 2 percent by 
weight oil in R-113 run proceeded as outlined above for the 
pure refrigerant. However, before any testing began with the 
oil mixtures or of different oil concentrations, the test section 
as removed from the pool, cleaned thoroughly in a hot 
water/detergent solution and rinsed with pure R-113, and 
allowed to air dry between runs. No polishing, sanding, etc., 
was done to the test section. After the 2 percent oil by weight 
run was completed, more oil was added to the refrigerant-oil 
mixture already in the tank, so that the 5 percent oil by weight 
and 10 percent oil by weight tests could be run. After all runs 
for one oil were completed, the entire tank was cleaned 
thoroughly by washing with soap and water, drying the tank, 
and by rising with pure R-113. This was done in order to 
remove all oily residue. Then the tank was refilled with fresh 
R-113 and the runs for the other oiis proceeded as outlined 
above. 

The heat transfer coefficients were calculated using the heat 
flux, an average of the six outer wall temperatures, and the 
measured saturation temperature. Uncertainties in the heat 
transfer coefficients were estimated to be about ± 8 percent as 
determined through a propagation-of-error analysis. Further 
details of the apparatus, procedure, and data reduction can be 
found in [10]. 

Experimental Results 

Thermophysical Properties. Experimental data were 
obtained for the density, viscosity, surface tension, dynamic 
bubble contact angle, and specific heat of pure R-113, pure 
oil, and R-113-oil mixtures. Table 1 is a listing of the ex
perimentally measured properties at 47.7°C. 

~ \ — i i i i 1 1 " i — i i i i i i 

ATSAT(-K) 

Fig. 2 Pure R-113 boiling data 

The predictive equations for calculating ideal mixture 
densities and specific heats 

1 _ C 1 - C 

Pm Pot Prl 
(3) 

(4) cpm — (1 — C)cprl + Ccpol 

both agreed to within ± 4 percent of the experimental values. 
However, the viscosity of the mixtures could not be predicted 
with the ideal mixture equation suggested by Daniels [12]. 
This equation 
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Fig. 3 R-113-Oil No. 1 boiling data 

1 <Prl , <t>ot (5) 
Mm M/7 V-ot 

tended to substantially underpredict the experimental data. 
Therefore, the following interpolating equation was 
developed 

c(~^-)0-3 

= fXre v-r (6) 

and agreed to within an average of ±2 percent of the ex
perimental data. 

No predictive equations could be found in the literature for 
the surface tension of two component mixtures. Neither mass-
weighted no volume-weighted mixture equations, similar in 
form to equations (3), (4), or (5), predicted the experimental 
data adequately. However, the following equation predicted 
the mixture surface tension to within an average of ±1.6 
percent for all of the data. 

Om = Or + (<70 ~ <7r)VC (7) 

No firm conclusions can be drawn about the effect of oil on 
the dynamic bubble contact angle. While there appears to be a 
trend toward a slightly increasing angle with increasing oil 
concentration, there is too much uncertainty in the data to 
conclusively state this as true. The measured angle in the pure 
R-113 agrees well with the data from [13]. For a clean nickel 
surface, they obtained an angle of 60 deg which decreased to 
about 45 deg as the surface aged. 

The present experimental data for 6, p, n, cp, and a of the 
oils and R-113 were compared to various sources in the 
literature [13-16], and good agreement was obtained in all 
cases. 

Boiling Heat Transfer Characteristics. Representative 
heat transfer data are shown in Fig. 2. The different tests were 
taken all on the same test section, with Test #5 and Test #12 
taken after thoroughly cleaning the test section after 
refrigerant-oil mixtures had been boiled on the surface. 
Hysteresis effects were observed which are consistent with the 
findings of other investigations. Typical boiling curves which 
show the effect of oil concentration on the nucleate pool 

BULK REFRIGERANT-OIL MIXTURE 

C=C, 

BULK 
REFRIGERANT-OIL 

MIXTURE 

OIL-ENRICHED LAYER 

q q 

Fig. 4 Idealized model of bubble growth in refrigerant-oil mixture 

boiling are shown in Fig. 3. The qualitative results of these 
experiments agree well with the results of previous studies 
[1-4]. It should be noted that the saturation temperature 
increased with increasing oil concentration; for a 10 percent 
oil mixture, the increase was approximately 1.8-2°K. The 
actual saturation temperature was used in the evaluation of all 
fluid properties. 

With increasing oil concentration and viscosity, the heat 
transfer coefficient decreases. While some augmentation of 
the heat transfer coefficient was observed at low oil con
centration (< 3 percent) in [1-3], no such enhancement was 
obtained in this study. Note that the slopes of the nucleate 
boiling portions of the boiling curves for both pure R-113 and 
the R-113-oil mixtures decrease slightly with increasing oil 
concentration. This agrees with a paper referenced by Stephan 
[6]. The "knee" of the boiling curve (that portion of the 
boiling curve where natural convection effects are becoming 
negligible compared to the nucleate boiling effects) of the R-
113-oil mixtures appears to be shifted upward and to the right 
compared to the pure R-113 curve. It should also be noted 
that for a given oil concentration, the percent decrease in the 
heat transfer coefficient compared to the pure refrigerant data 
increases with increasing wall superheat. Hysteresis effects are 
not shown on the faired-in curves, since the regime of interest 
is the fully-developed nucleate boiling section of the pool 
boiling curve. 

Wall temperature measurements indicated large (up to 
about 4°C) variations in the circumferential wall tem
peratures at any one heat flux in the R-113-oil mixtures. There 
was no set pattern as to which location had the highest or 
lowest wall temperature. Other researchers also have noted 
this problem. This temperature variation was averaged out, 
and the presented data reflect this averaging. Much smaller 
circumferential variations in wall temperature were noted in 
the pure boiling R-113. Hysteresis effects appear to be much 
more pronounced as the oil concentration increases when 
compared to the pure refrigerant data. At the higher oil 
concentrations, the hysteresis transition occurred in several 
small steps, whereas for the pure refrigerant, the hysteresis 
occurred in one or two large steps. 

Development of Model and Correlation 

The mixture properties were used in the pure refrigerant 

Journal of Heat Transfer FEBRUARY 1984, Vol. 106/187 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



correlation (equation (8)) to try to predict the mixture heat 
transfer coefficients. The data were grossly overpredicted 
with the deviation increasing as the oil concentration in
creases. Thus, it was concluded that the mechanisms involved 
with boiling of refrigerant-oil mixtures are significantly 
different than with pure refrigerants. Therefore, the following 
model is suggested to govern the nucleate boiling heat transfer 
in refrigerant-oil mixtures. This mechanism occurs on the 
microscopic level during the growth of the vapor bubble. As a 
bubble, such as shown in Fig. 4, grows on a heated surface, 
the refrigerant evaporates from the superheated liquid phase 
near the wall into the bubble interior. Since the oil in the 
mixture is much less volatile than the refrigerant, the oil does 
not evaporate into the interior of the bubble, but rather, is left 
behind at the liquid-vapor interface. Diffusion of the oil into 
the liquid refrigerant-oil mixture and the diffusion of the 
refrigerant through the oil into the vapor bubble decreases the 
bubble growth rate and contributes to a decreased heat 
transfer rate. The region immediately adjacent to the surface 
of the vapor bubble becomes enriched with the oil as the 
bubble grows. 

If we can assume that the boiling process occurs as a 
combination of macroscopic and microscopic effects, then the 
use of an existing heat transfer correlation for nucleate pool 
boiling of a pure refrigerant should account for the 
macroscopic effects. That correlation combined with the 
above model of the microscopic effects should allow the data 
to be correlated. The pure refrigerant equation chosen to 
represent the macroscopic effects was developed by Forster 
andZuber[17]. 

= 0.00122 
/ J.0.79,,0.45 -0.49 „0.25 v 

/ Kt cpi Pi gc \ 
\ „0.5 ,,0.291,0.24 -0.24 / 

A 7 ^ A P ? J 5 (8) 

The microscopic effects are represented by a dimensionless 
"effective" oil concentration, Ceff, in the vicinity of the 
bubble interface to represent the mass diffusion process. 

The effective oil concentration in the vicinity of the growing 
bubble can be determined using a simple geometric model. If 
it is assumed that only refrigerant evaporates into the growing 
vapor bubble (which is reasonable since refrigerants are much 
more volatile than most oils), then the oil component of the 
refrigerant-oil mixture accumulates at the vapor-liquid in
terface and diffuses into the liquid refrigerant-oil mixture. 
Assuming that the oil accumulates in a layer of thickness, z, 
around a spherical bubble of diameter, d, then the effective 
oil concentration can be calculated through the use of the 
definition of the oil concentration, C = m0 /{m0 + mr), and the 
volume of the layer z:V=(4ir/3Md + 2z)/2)3 -(d/2)3). The 
mass of the oil, in this case, is determined by adding the oil 
present in the layer z before enrichment occurs {Cpm V) and 
the oil left after the refrigerant has evaporated to form the 
bubble (Cpv ird3 /6(1 -Q). The mass of the refrigerant is 
equal to (1 - C)pm V. Substituting these expressions into the 
definition of C results in the following equation for the ef
fective oil concentration, Ceff. 

CPvd 
\-C 

+ CPm(.6d2z+l2dz2+Sz3) 

'eft-
CPvd

3 

\-C 

(9) 

+ Pm(6d2z+l2dz2+8z3) 

The bubble diameter, d, is assumed to be the break-off 
bubble diameter. An equation presented by Thome [18], 
which takes into account the effect of diffusion on the bubble 
growth, can be used, but as noted below, will not be required. 

The enriched oil layer thickness, z, can be estimated by 
assuming it is equal to the diffusion boundary layer thickness. 
This thickness is dependent on the mass diffusivify of the oil 

~ n — I — r I I I i 

ATS A T CK| 

Fig. 5 comparison of predicted heat transfer coefficients with ex
periment R-113-Oil No. 1 data 

0%(EQN. 8) 

_ j 1 — i — t t i t 

AT S A T (*> 

Fig. 6 Comparison of predicted heat transfer coefficients with ex
perimental R-11-Oil No. 1 data at 1 atm. from [2] 

in the refrigerant and the time required to reach the butible 
break-off diameter and can be calculated by 

.(f)-W (10) 

This equation is an approximation and assumes a thin 
boundary layer. Using an equation developed by Van Stralen 
[7] (pp. 222-224), which estimates the bubble growth rate in a 
binary mixture where diffusion plays an important role, the 
time, t, can be determined. 

The bubble growth equation is 

ATqa 
R = / 3 V 

'A A7"i \ fft > (£»-\\1UL. (ot,\'A ATI 
V p, )[ c„ '{J) ^ J 

( ID 
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Table 2 Effect of wall superheat and oil viscosity on effective oil con
centration 

Refrigerant Oil 
A7-=10K 

Qff 
Ar=20K A7"=40K 

R113 

Rll 

#1 
#1 
#3 
#3 
#1 
#1 
#3 
#3 

0.01 
0.10 
0.01 
0.10 
0.01 
0.10 
0.01 
0.10 

0.0117 
0.1193 
0.0118 
0.1207 
0.0116 
0.1186 
0.0116 
0.1209 

0.0130 
0.1324 
0.0131 
0.1345 
0.0128 
0.1314 
0.0129 
0.1349 

0.0150 
0.1515 
0.0151 
0.1545 
0.0146 
0.1499 
0.0147 
0.1548 

By integrating this equation, the time required to reach the 
break-off diameter is obtained. 

\ 4 C , / 
(12) 

where 
Arsa 

c,= 

e)HM7)"^] Cpi 

l2?) 

The term AT/Gd, which represents a reduction in the effective 
superheat conducting heat to the bubble wall, is given by Van 
Stralen as 

AT 

where 

Grf = 
(\-Q-X 

Y-X 

Note that the bubble departure diameter factors out of the 
effective concentration equation (9) when equations (10) and 
(12) are used. Thus, Ceff is a function of C, pv/p,„, and 
(7r5/48C?)l/2. 

Assuming X, the mass fraction of refrigerant at the bubble 
interface, approaches zero and Y, the mass fraction of 
refrigerant in the vapor bubble, is unity, then 

Gd = \-C 

By rearranging equation (13), a quadratic equation in A7is 
obtained. Since a negative AT is meaningless, dividing the 
positive root of the equation by Gd gives 

AT _ - C 2 + V C 2 + 4 A r s a , C 2 

Gd 2(1 - Q 
(14) 

where 

«-<'-0"(£) 
The remaining quantity to be determined is the mass dif-

fusivity of the oil in the refrigerant. Since no specific literature 
values for refrigerant-oil mixtures could be found, a relation 
recommended [19] for estimating the mass diffusivity, <5, of 
one liquid in another for nonassociated (nonpolar) nonideal 
liquid solutions is used. With some manipulation and sim
plification this relation is 

5 = 1 
(M0)°-5 

n +(l-«) 
0.6 

(Mr)° 

@ & ' 

X7.4 X 10" (15) 

'ML 
Plr / v Plo 

where the mole fraction of oil in the refrigerant, rt, is given by 

C 
Ml 

Combining equations (9, 10, 12, 14) and (15), the effective oil 
concentration can be calculated (see Table 2). Ceff increases 
with increasing wall superheat and to a lesser extent by an 
increasing oil viscosity. 

R-113 data from this study, R-ll and R-113 data from [2], 
and R-ll data from [4] were used in developing the 
correlation. Data from [3] were not used, since this data 
showed decreasing heat transfer coefficients with decreasing 
oil viscosity which is the opposite effect found in all other 
studies. The data from [2] and [4] were obtained by drawing 
smooth curves through the fully developed nucleate boiling 
data and then picking off five to seven representative data 
points. Only data at temperature differences greater than 
10°K were used to ensure that they were in the fully developed 
nucleate boiling regime. In all, 381 refrigerant-oil mixture 
data points were used. Pressures of one and two atmospheres 
were covered with saturation temperatures varying from 23 to 
72°C. The resulting correlation is 

h 
_ e-4.095C e f f-55.11Ct f f (16) 

where hz, is obtained from equation (8) using pure refrigerant 
properties. Compared to the data at the same wall superheat, 
the correlation has a mean absolute error of 29.6 percent. The 
error can be attributed to normal scatter in the data and 
possibly poor prediction of the mixture properties. Using 
equation (8) to predict the pure refrigerant data (79 data 
points), the mean absolute error was 19.2 percent. (Equation 
(8) consistently overpredicted the R-l 1 data by a substantial 
amount; therefore, to obtain a much improved prediction, the 
R-l 1 data were multiplied by 0.70.) Figures 5 and 6 compare 
the present correlation (equation (16)) with the experimental 
data. As can be seen, fair agreement is obtained for most 
cases. The Sauer and Chongrungreong [4] correlation 
(equation (1)) predicts the pure refrigerant data with a mean 
absolute error of 30.2 percent, and the refrigerant-oil mixture 
data with a mean absolute error of 35.2 percent 

The effective oil concentration also was correlated 

Ceff = C(l+0.0317Ar°-753) (17) 

with AT in °K. This equation, when used with equation (16), 
predicts the data with an average deviation of ±30.3 percent. 
As can be seen, if equations (16) and (17) are used, the 
mixture properties do not need to be known. In addition, the 
pure refrigerant correlation which best fits the data could be 
used in equation (16) to give a better prediction of the heat 
transfer coefficients in refrigerant-oil mixtures. Note that the 
proposed correlation (equation (16)) does indicate decreasing 
slope of the boiling curve with an increasing oil concentration. 
This can be seen by examining equation (17). In addition, 
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Table 2 shows a small increase in the effective oil con
centration with increasing viscosity; this would lead to a 
slightly smaller heat transfer coefficient with increasing oil 
viscosity. Thus, the trends between the prediction and data are 
the same. 

Conclusion 

An experimental study has been conducted to investigate 
the effect of oil contamination on the nucleate boiling heat 
transfer coefficients of refrigerant oil mixtures. The following 
conclusions can be drawn from this study. 

1 As the weight percent concentration of oil in the 
refrigerant increases, the boiling heat transfer coefficient, h, 
decreases. At a given oil concentration, there is a larger 
decrease in ft at high wall superheats than at small wall 
superheats when compared to the pure refrigerant data. 

2 Diffusion plays a significant role in the reduction in the 
boiling heat transfer coefficients in refrigerant-oil mixtures 
when compared to pure refrigerants. The effective oil con
centration concept models the mechanisms governing this 
process well, predicting increasing Ceff with increasing bulk 
oil concentration and with increasing wall superheat. 

3 While density and specific heat behave ideally in 
refrigerant-oil mixtures, viscosity and surface tension do not. 
Up to 10 percent oil by weight has little effect on the dynamic 
bubble contact angle. 

4 A correlation has been developed which satisfactorily 
models the heat and mass transfer processes occurring in 
nucleate pool boiling of refrigerant-oil mixtures. 

Additional pool boiling experiments should be performed 
for a wider range of refrigerants, oils, and operating con
ditions, including oil concentration and operating pressure. 
More extensive measurements of the relevant thermophysical 
properties of refrigerant-oil mixtures at a wider range of 
temperatures and pressures are needed. A better technique for 
estimating the mass diffusivity is required. 
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The Effect of Vapor Velocity Profile 
Shape on Flow Film Boiling From 
Submerged Bodies1 

An analysis of subcooled flow film boiling from submerged bodies that includes the 
effect of nonlinearity of the vapor film velocity profile is performed. The angle at 
which vapor flow reversal occurs on the back of the body is predicted by the 
analysis. A comparison of the predicted vapor flow reversal angle to the wake 
formation angle observed for flow boiling over spheres indicates that wake for
mation occurs a few degrees downstream of the vapor flow reversal point. A 
comparison of the analysis to available experimental data shows that heat transfer 
results based on a quadratic vapor velocity profile compare much better with ex
periments than do previous analyses. The heat transfer results for linear and 
quadratic vapor velocity profiles become virtually identical as subcooling increases. 

Introduction 

Film boiling heat transfer from spheres and cylinders 
submerged in a flowing, saturated liquid can be calculated 
easily if the vapor velocity is assumed to vary linearly across 
the film (see [1]). However, it is known that a nonlinear vapor 
velocity profile results if it is assumed that the liquid pressure 
is "impressed" upon the vapor film (see Kobayasi [2], Epstein 
and Hauser [3], and Witte and Orozco [4].) In the absence of 
surface tension effects, this assumption is physically realistic. 

The shape of the vapor velocity profile affects the heat 
transfer from the body because it influences the vapor film 
thickness over the body surface. In this paper, an analysis is 
performed that accounts for the nonlinearity of the vapor 
velocity profile around spheres and cylinders. A result of the 
analysis is a prediction of the point of vapor flow reversal on 
the rear of the body. 

Theoretical Model 

The basic flow model is shown in Fig. 1. It allows for a 
variation of vapor thickness with angle, and is similar to one 
used by Witte [1]. Appropriate expressions for the velocity 
and temperature distributions can be found by using the 
following assumptions: 

8 Pure, incompressible liquid and vapor 
9 Smooth liquid-vapor interface with laminar vapor flow 
• Uniform body surface temperature 
• Vapor film thin compared to radius of the body 
• Negligible buoyant forces 
9 Negligible inertia and convection effects in the vapor 
8 Uniform vapor and liquid thermophysical properties 
8 Liquid velocity at the liquid-vapor interface unaffected 

by vapor drag 
9 Negligible thermal radiation 
9 Negligible viscous dissipation in the vapor film 

The following development is for a sphere. The corresponding 
development for a cylinder is virtually identical and is not 
presented here for the sake of brevity. 

Liquid Region. The liquid velocity at the liquid-vapor 
interface is 

Ui(d) = (3/2)Vsin8 (1) 
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1983. 

LIQUID 
VAPOR 

Fig. 1 Model for flow boiling from a submerged sphere 

because the liquid is assumed to move unaffected by vapor 
drag. This assumption means that the shear stresses at the 
liquid-vapor interface are not matched. Sparrow and Cess [5] 
used this assumption for laminar film boiling over a flat plate 
and showed that as long as the parameter 

(2) 
(w)/ 

hfgPrv (PAOW 

was large heat transfer results are accurate to within less than 
1 percent compared to the results obtained when vapor drag 
on the liquid is included. In fact, even for values of the 
parameter (2) down to 10, heat transfer results based on 
potential flow for the liquid are only slightly more than 1 
percent higher than for the theory in which vapor drag is 
included. Realistically, values of the parameter (2) which are 
encountered in the laboratory and in practice are much larger 
than 10. Epstein and Hauser [3] also showed that heat transfer 
results are rather insensitive to the potential flow assumption 
for flow over spheres and cylinders, even for the subcooled 
liquid case. 
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The energy equation for the liquid is 

dT dT 
+ v-

d2T 

dx dy " dy2 

where x and y are curvilinear coordinates attached to the 
sphere surface. The solution of equation (3) will be discussed 
later. 

Vapor Region. The assumption of laminar vapor flow is 
justified if velocity and body diameter are moderate in 
magnitude. For example, the vapor velocity would have to be 
greater than 15 m/s for DK/>vapor to be greater than 300,000 
for Freon-113 film boiling from a 6.35-mm-dia cylinder. Most 
film boiling data fall into the laminar vapor flow category. 

In light of the assumptions, the vapor momentum equation 
reduces to 

dp_ 

dx '-Ho 
d2U 

(4) 

Fs in<T (5) 

Equation (4) is integrated, subject to the no-slip condition at 
both the liquid-vapor interface and the solid surface. Then 
equation (1) is used to describe the velocity at the liquid-vapor 
interface and Bernoulli's equation allows the pressure 
gradient along the liquid-vapor interface to be written in 
terms of the liquid velocity. The resulting expression for the 
vapor velocity profile is 

9 p.V2 , 3 
u«= ~V — o s [ n d cosdly5-y2}+ — 

o JXVR 2 

The only unknown in equation (5) is 5, the film thickness, 
which depends upon a mass-energy balance on the system. 

For the case where a substantial wake forms behind the 
sphere, equation (5) is not strictly applicable not only in the 
immediate vicinity of the wake but relatively far upstream on 
the sphere. The effect of the wake on the liquid pressure field 
would probably be much like the effect of a separated laminar 
boundary layer in single phase flow. In that case, the pressure 
can deviate from that predicted by potential flow all the way 
back to about 45 deg from the stagnation point [6]. 

The effect of the wake has largely been ignored in studies of 
flow film boiling over submerged bodies. Thus, our ability to 
include deviations from the pressure distribution predicted by 
potential flow theory is limited by a lack of knowledge on the 
size and shape of vapor wakes generated by boiling. Any error 
involved in using equation (5) over the entire spherical surface 
would be greatest for a saturated liquid because of the larger 
wake that is formed, and the error would decrease as the level 
of subcooling is increased because subcooling decreases the 
size of the wake. 

The effect of the >>-component of vapor velocity, v, on the 

temperature distribution across the vapor film is assumed to 
be small, thereby yielding a linear temperature profile. 

Mass-Energy Balance. The heat balance on a differential 
film element as shown in Fig. 1 is 

dq = dqmv+dqB (6) 

where dqvap is the energy required to form vapor, and dqB is 
the energy conducted into the subcooled liquid when 
TB < T'sat • Equation (6) can be expanded as 

AT ( dT 
k„ tiA =h', dm 4- I — k, 

6 
-dAs = hfgdm + 

/ dT \ 
dAK (7) 

where dAs = 2-wR2 sin0 dd. The differential flow rate resulting 
from the mass balance on the differential film element, dm, is 
written in terms of 8 as 

dm = 2wRpvd\ — — -^~sm28cosd(—) 
y- o K ixv \ 6 / 

+ 3 / 2 K s i n 2 0 ( y ) j (8) 

Equation (8) is based on the assumption of constant vapor 
density around the body surface. The variation of vapor 
density because of the liquid pressure gradient is small; only a 
3 percent variation occurs for a 2.5-cm sphere in a 2.5 m/s 
flow. Thus, the use of constant density is justified. 

The heat transferred into the bulk liquid is found by using 
the solution to the energy equation according to Sideman [7]. 
Sideman's solution is based on potential flow and also on the 
notion that the heat transfer in the liquid is confined to a thin 
layer near the liquid-vapor interface. Using this gives 

dT 

~dy~ 

-ATBsm26 

C 2 Ra ( 

i'TTl 
-COS0 + 

1 \V/J 

ycos30)j 

(9) 

Equation (7) can now be recast in dimensionless form, 
giving the variation of 5 with the angle 6 as 

d(h/D) 

dd 

1 Ja„ 

2 P„ <B) P e - ( ^ - ) s i sin0 

- 2 
/ 5 \ 1 p, ( h \ 3 r 3cos 2 0- l 

sin0 

N o m e n c l a t u r e 

D 

h' 

Ja 

k 
m 

_Nu 
Nu 
Pe 

P = 

body surface area 
specific heat 
body diameter 
latent heat of vaporization 
latent heat of vaporization, 
including the effects of vapor 
superheat 
Jakob Number, see equation 
(11) 
thermal conductivity 
vapor mass flow rate 
local Nusselt Number 
average Nusselt Number 
Peclet Number, see equation 
(11) 
pressure 

q = 
q" = 
Re = 

R = 
T = 

AT = 

ATB = 

u = 
V = 

V = 
X = 

y = 

heat transfer rate 
heat flux 
Reynolds Number, see 
equation (11) 
body radius 
temperature 
temperature difference, Tw -
T 
1 sal 

temperature difference, Tsat 

-TB 

velocity in the x-direction 
velocity in the j-direction 
liquid velocity, see Fig. 1 
curvilinear coordinate, see 
Fig. 1 
curvilinear coordinate, see 
Fig. 1 

a 
5 

thermal diffusivity 
vapor film thickness 
angle measured from stagna
tion point 
viscosity 
density 
kinematic viscosity 

Subscripts 
B = bulk 
/ = liquid 

O = y = 0 
v = vapor region 
r = vapor flow reversal 

sat = saturation 
s = separation 
w = wall 
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Table 1 Characteristics of spherical and cylindrical systems 

Sphere Cylinder 
Potential 
flow velocity 

Vapor velocity 
distribution 

dT \ 
) at y = b 

dy /i 

d(6/D) 

dd 

cos6r 

3/2Ksin0 

— ——sin0cos0Ly8-v2] + — Vsinef^- ) 
8 y.vR 2 \ 5 / 

-A7 B s in 2 0 

\ 2 Ra / 2 , \ " | ,/2 

x 1 — -cos0 + cos30) 

See equation (10) 

4 /*„/? 

3 p,V8r
2 

2Vsm6 

2 sin0cos0]>'6-^2]+2Ksin0( — 

- ArBsin0 

[^(i-cotf)]* 

rf(8/D) * Ja„ 

rf6)
 P / / 5 \ 2 / « \ 

1 + 2 R e » 7 7 W c ^ L 2 P e „ s i n 0 ( - ) 

R e „ p / / p „ ( — J (2cos 20-l) D 3 

Ja /P//pv 1 

VPe, [TT(1-COS0)]' / J 

sin0 

where 

Pz/p^Ja/Sinfl 

Pe,V^[y ( y -COS0 + y COS30)] 

(cpAT)u 

(10) 

Ja 

Ja ,= 

Re„ = 

DV 

h}g 

(cpATB), 

h'h 

pvVD 

1 Wy 

P e , = 

«„ 

(11) 

Mu 

These dimensionless numbers would be the same for cylin
ders. A numerical solution of equation (10) is required; once 
solved for 5/D, the heat transferred from the body can be 
easily calculated as shown in a later section of the paper. 

Vapor Flow Reversal/Wake Formation 

Equation (5) can be written to demonstrate the effect of the 
impressed liquid pressure gradient upon the vapor velocity 
distribution at various angles, 

3 
+ T •^ corny*-?} (12) 

3/2Ksin0 u6 

Figure 2 shows how the vapor velocity responds to the liquid 
pressure gradient for boiling of subcooled water. An in
teresting feature of the plot is that the velocity profile exhibits 
flow reversal at some angle past the 90 deg point. Flow 
separation occurs because, although the liquid moves in an 
inviscid manner, the vapor flow is viscosity:dominated. 

y/S 0.5 

0 —i 
-0.2 0 0.4 0.8 1.2 1.6 

u/u8 

Fig. 2 Velocity profiles for subcooled water flowing over a 6.35-mm 
sphere at 4.26 m/s: T„ =400°C, AT S =40°C 

Differentiating equation (12) with respect to v and setting it to 
zero at y = 0 yields the point of vapor flow separation as 

4_ ,xvR 

3 
COS0,- = 

Pi Vhl 
(13) 

Equation (13) alone does not predict the angle of separation; 
rather, it gives the relationship between the separation angle 
and the thickness of the vapor film at separation for a given 
boiling case. The relationship shows that the separation will 
occur in the range 7r/2 < 6 < it. The separation angle is found 
by solving equations (10) and (13) simultaneously. For the 
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Fig. 3 Comparison of wake formation angles, 0S, to predicted vapor 
flow reversal angles, D,, for water flowing over 24-mm spheres at 1.52 
m/s. The vapor wake shown here is for illustrative purposes and does 
not necessarily represent the actual size or shape of the wake. 

case plotted in Fig. 2, the separation point 6r, turns out to be 
103.9 deg. 

Heat Transfer 

The local heat transfer is given by 

v-* w ~ * sat/ 
, " = * „ (14) 

because the temperature profile is linear. The local heat 
transfer coefficient is 

h = 
\ •* w •* sa t / 

(15) 

so that 

h = kv/8 (16) 

The definition of a local Nusselt number as Nu = hD/k„ gives 

Nu = D/8 (17) 

Thus, the integration of equation (10) yields the local 
nondimensional heat transfer directly. The average Nusselt 
number based on total sphere area, 4-KR2 , is 

— 1 f»r 
N u = y j Nu(0)sin0c?0 (18) 

since Tw is constant with 6. Equation (18) ignores the heat 
transfer in the wake region. In effect, it is assumed that Nu(#) 
remains defined only up to the point where vapor flow 
reversal is described by equation (13). 

Radiation heat transfer is typically very small compared to 
the heat transferred by conduction across the vapor film. It is 
generally less than 1 percent of the total heat transfer even for 
fairly high surface temperatures. 

The method of analysis for a cylinder is identical, with the 
appropriate cylindrical velocities, areas, temperature 
gradients, etc., being substituted for their corresponding 
spherical quantities. Table 1 is a summary of corresponding 
spherical and cylindrical quantities for the two cases. 

Comparison to Experimental Data 

Spheres. Only a few experimental investigations of flow 
film boiling from spheres have been made. Stevens and Witte 
[8], Walford [10], Jacobson and Shair [11], Dhir and Purohit 
[12], and Ungar [13] have performed quenching tests using 
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Fig. 4 Comparison of vapor flim thickness for linear and quadratic 
velocity profiles for a 6.35-mm sphere in saturated water: V = 4.26 m/s, 
T s a t =100 o C, TW=676'C. 

spheres of various sizes and materials, moving through 
various liquids. Most of these data are unsuitable for com
parison to theory because they lack certain required details, 
such as instantaneous surface temperature and heat flux. 
Walford's data, for example, are averaged over an entire 
quench; consequently, they represent averages of film and 
nucleate boiling. Jacobson and Shairs' data are for extremely 
low flow velocities and do not include surface temperature 
measurements, nor do those of Stevens and Witte, rendering 
both sets unsuitable for theoretical comparison. Ungar's data 
extend into the film regime, but were not reduced to heat 
transfer versus AT form. 

The data of Dhir and Purohit are perhaps the best 
documented; although obtained during quenching, they have 
been carefully reduced to instantaneous heat flux versus 
surface temperature. Figure 6 shows a comparison of non-
dimensionalized data of Dhir and Purohit to the results of our 
analysis. The data are for the minimum film boiling con
dition; consequently, some liquid-solid contact could be 
occurring, which is not accounted for in our analysis. Also 
plotted is the average Nusselt number predicted by using a 
linear vapor velocity profile. 

Dhir and Purohit also performed experiments at 0.3 and 0.1 
m/s. Those data are not presented because of the possibility 
that buoyancy effects could have been present in those ex
periments. Their data for 0.45 m/s comply more closely with 
the assumptions used in our analysis. 

For a given boiling liquid, body size, and liquid velocity, 
equation (13) indicates that a smaller 8r corresponds to a 
larger dr. Subcooling of the liquid tends to decrease film 
thicknesses around the body; thus, the separation angle 
should show a corresponding increase for higher subcooling. 
Consequently, the influence of subcooling on the size of the 
wake can be included in the film boiling analysis. 

The photographic evidence of Stevens and Witte, reported 
in [8, 9], allows some insight into the influence of the flow 
reversal angle on the formation of a vapor wake. Motion 
pictures were made at approximately 5000 frames/s of boiling 
around a 24-mm silver sphere during flow quenching in water. 
Surface temperatures for these data were not measured 
directly. Stevens, however, calculated from his experimental 
data the average heat transfer coefficient as a function of 
sphere temperature using a lumped capacity assumption. For 
60 °C and 77 °C water in the film boiling regime, the heat 
transfer coefficients are relatively low, so that the lumped 
capacity procedure yields a reasonably accurate history of 
sphere surface temperature. 

From Stevens's photographs the angle at which the wake 
formed was measured frame-by-frame. This yielded a ds 

versus time plot for a quench at a given velocity, where 6S is 
the angle where the wake can be visibly seen. Then, the 

194/ Vol. 106, FEBRUARY 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



I 0 8 ^ 
6 

10. 

10 

: 

. 

7 

. 

_ 
. 
-
-

AT B = 0 (sot) 

25 C . — 

50 C - — 

75 C 

i I I i 

ier=9o° 
/ I r 

_______ 193°/ / 

—-^IZI_——•—^j i ° 9 

1 [ 1 

30 45 6 0 75 

9~ DEGREES 

9 0 105 120 

Fig. 5 The effect of liquid subcooling on vapor film thickness for 
quadratic profiles for 6.35-mm sphere in water: V = 4.26 m/s, 
rsat =100°C, Tw =678°C. 0, indicates the point of vapor flow reversal. 

surface temperature histories were calculated, thus allowing a 
plot of 8S versus Tw to be made. Figure 3 shows a comparison 
of the best-estimate measurements of 8S histories for two such 
cases. The TB = 60°C curve is a composite of values from four 
sets of motion pictures taken during various parts of the 
quench, while the TB=11"C curve is based on three sets. Both 
curves are for a velocity of 1.52 m/s. The curve for 77°C 
water covers a quench time of 0.426 s while the 60°C curve 
covers a time of 0.480 s. The sphere temperature falls much 
less for 77°C water than for 60°C water, because the heat 
transfer coefficient is much less for 77°C water. 

Some uncertainty exists in the determination of 6S because 
of the tendency of the wake to form asymmetrically on the 
rear of the sphere, as shown in the inset on Fig. 3. It is 
estimated that possible variations of ±2.5 deg are involved in 
the measurements of Fig. 3. 

The ds for 60 °C water is greater than that for 77 °C water at 
any given Tw. This is indicative of thinner film thicknesses for 
the more highly subcooled case. This trend agrees with 
equation (13) for 6r. Also, 6S increases as the quench proceeds 
(as T„ decreases). The film thickness is decreasing as the 
quench proceeds, so that equation (13) would correctly predict 
this observed trend as well. 

A comparison of 0r to 6S in Fig. 3 shows that the predicted 
point of vapor flow reversal and the observed point of wake 
formation show the same trends as dictated by equation (13), 
although the observed ds is 15 to 20 deg larger than 6r. It 
appears that 6r is a precursor of the formation of an ob
servable vapor wake on the rear of the sphere. This effect is 
discussed further in the next section. 

Film Thickness 

The integration of equation (10) for the film thickness was 
carried out for a few specific cases to show the influence of 
various parameters. A fourth-order Runge-Kutta technique 
was employed, with the initial thickness being established by 
the condition d8/dd = Oat6 = 0. 

The film thickness over the forward portion of the sphere 
based on the quadratic profile - equation (5)-which is ob
tained by the solution of equation (10), is much smaller than 
that obtained using a linear profile. This effect is shown in 
Fig. 4 for flow boiling of saturated water and implies that the 
quadratic vapor layer allows more vapor flow through it, 
allowing a smaller thickness, over the forward portion of the 
sphere. 

Figure 5 shows the effect of subcooling on the film 
thickness based on quadratic vapor velocity profiles-
specifically, a thinning of the vapor film as the water tem
perature is decreased. Figure 5 illustrates that following the 
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Fig. 7 Comparison of theory to experiment for 6.35-mm-dia cylinder in 
Freon-113: V = 2.4 m/s, TB = 45.6°C 

point where vapor flow reversal occurs, the vapor film does 
indeed grow rapidly in thickness. The curves in Fig. 5 are 
carried a few degrees past the point of vapor flow reversal. A 
rapid increase of the predicted vapor film thickness occurs 
just past 6r. 

Strictly speaking, the hydrodynamic assumptions used in a 
thin film boundary layer analysis begin to lose their validity in 
the region where the film thickness grows rapidly. On the 
other hand, the behavior of the vapor film is dominated by 
heat transfer and evaporation effects so that the violation of 
some of the assumptions regarding hydrodynamic behavior 
should not destroy the applicability of the heat transfer 
results. As long as 5 remains considerably smaller than the 
body radius and as long as the 5 variation with angle does not 
violate physical reality, this type of heat transfer analysis 
should be applicable. 

For certain combinations of liquid velocity and subcooling, 
the solution equation (10) past 9r shows oscillations of <5, and 
even predicts that 5 would decrease over certain angular 
regions past 6r. Observations of flow film boiling from 
spheres [9] indicate that this is physically unrealistic behavior. 
Because of this, the applicability of our analysis is restricted 
to the region O<0<0r. 

Similar calculations were made for the cylindrical 
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geometry, but are not presented for the sake of brevity. 
Reference [4] contains plots similar to Figs. 4 and 5 for 
subcooled flow boiling around cylinders. 

The prediction of Kobayasi for saturated boiling [2], as 
corrected by Hesson and Witte [14], is shown on Fig. 6. 
Epstein and Hauser's [3] theoretical result is also plotted. 
Their result is based on a uniform film thickness around the 
sphere-the film thickness being the value predicted near the 
forward stagnation point. They assume that separation occurs 
at 6= IT/2. At saturation, Kobayasi's and Epstein and 
Hauser's predictions are virtually identical and compare with 
the saturated data of Dhir and Purohit slightly better than our 
result based on a quadratic vapor velocity profile. However, 
as subcooling is imposed on the liquid, our results using the 
quadratic profile provide a much better prediction of heat 
transfer than Epstein and Hauser's results. At 50°C of 
subcooling, our quadratic profile result is only 30 percent 
lower than Dhir's data, whereas Epstein and Hauser's result is 
67.5 percent lower than the data. 

As subcooling increases, the last term (due to subcooling) 
begins to dominate the right side of equation (10). Thus the 
energy used to form vapor becomes a smaller fraction of the 
total energy transferred from the sphere. The hydrodynamics 
of the vapor flow takes on lesser importance as the liquid bulk 
temperature is decreased. Consequently, the difference 
between the heat transfer results for linear and quadratic 
vapor velocity profiles tends to disappear as subcooling in
creases. Figure 6 shows that the two curves are virtually 
identical for ATB greater than about 15°C, Ja, - 2 . 5 x 10~2. 

Cylinders. Figures 7 and 8 are a comparison of the results 
of this analysis to the recent measurements of Yilmaz and 
Westwater [15] for film boiling from cylinders in crossflowing 
Freon-113. Heat transfer results based on the quadratic 
profile clearly predict the data better than that based on the 
linear profile. 

Bromley, LeRoy, and Robbers [16] performed an ap
proximate analysis of flow film boiling of saturated liquids 
around horizontal cylinders. Their analysis provided 
dimensionless groups upon which a correlation of ex
perimental data could be based. Their correlation for heat 
transfer is 

q" =2.l\ — ^ - ^ - j (19) 

or in dimensionless terms 

Nu = 2.7(Pe/Ja); / ! (20) 

where the constant 2.7 was selected to fit data for benzene, 
ethyl alcohol, n-hexane, and carbon tetrachloride boiling 
from graphite tubes of the range 0.983 cm < D < 1.621 cm at 
velocities up to 4.25 m/s. Equation (20) is plotted on Figs. 7 
and 8 for comparison to the results of this analysis and to 
Yilmaz and Westwater's data. 

For the lower velocity, 2.4 m/s in Fig. 7, the present 
analysis predicts the data of Yilmaz much better than the 
Bromley et al. equation. At the higher velocity, the results of 
Bromley's theory and the present analysis tend toward each 
other especially at higher wall temperatures, although both 
are about 20 percent too low in their predictions. 

Concluding Remarks 

The theory for flow film boiling from submerged bodies 
that accounts for the nonlinearity of the vapor velocity profile 
gives vapor film thicknesses that are considerably thinner than 
the results for a linear velocity profile for saturated and 
slightly subcooled liquids. For moderate to high subcoolings, 
the heat transfer results for the linear and quadratic profiles 
are virtually identical. However, the use of the quadratic 
profile yields a prediction of the point of vapor flow reversal 
on the rear of the sphere, whereas the use of a linear profile 
does not. 

A comparison of the predicted angles of vapor reversal, 6r, 
to angles at which a wake becomes visible, ds, during flow 
film boiling from a sphere indicates that the point of vapor 
film reversal is a precursor to the point of wake formation. 
This conclusion is based on the fact that both 8S and 6r behave 
qualitatively in accordance with the condition for vapor flow 
reversal, equation (13). 

The results of this analysis using a quadratic vapor velocity 
profile, although somewhat lower than the results of previous 
analyses at saturation for spheres, provide a far better 
prediction of heat transfer over the entire range of subcooling 
than the results of previous analyses. Still, the results are 
lower than experimental data, indicating that there are effects 
in flow film boiling that are not being included. Certainly, 
there is some heat transfer in the wake region that is being 
neglected. If this heat transfer could be adequately calculated, 
the theory would be brought closer to experimental data. 

The reason that the analysis predicts heat transfer better for 
cylinders than for spheres may be attributable to the 
geometry. The analysis applied to spheres predicts vapor flow 
reversal angles smaller than observed wake formation angles; 
the same trend would be expected for cylinders. The per
centage of area that is affected by this underprediction of the 
wake formation angle is larger for a sphere than it is for a 
cylinder. Thus, the neglect of heat tranfer in the wake behind 
a sphere is greater on a percentage basis than for a cylinder. 
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A Nonequilibriuin Wapor 
Generation Model for Flashing 
Flows 
A nonequilibrium vapor generation model for flashing flows is presented. The 
model consists of a flashing inception point, a bubbly flow regime followed by a 
bubbly-slug regime, an annular or annular-mist regime, and finally a dispersed-
droplet regime. Existence of superheated liquid at the inception point and beyond is 
recognized. The vapor generation rate is calculated from the flow-regime dependent 
interfacial area density and net interfacial heat flux. However, the bubble number 
density at the flashing inception point was varied to obtain optimum fits with the 
void fraction data taken in a vertical converging-diverging nozzle. The interfacial 
area density at the inception point, thus determined, showed a rapid increase with 
the decrease in the liquid superheat at that point. This trend is plausible, since in the 
limit of thermal equilibrium flow where the liquid superheat approaches zero, the 
interfacial area for heat and mass transfer should be very large. 

Introduction 

Flashing of liquid to a two-phase mixture through pipes and 
nozzles is an important phenomenon in the area of nuclear 
reactor safety, energy conversion, and space propulsion, 
among others. The analysis of such flows becomes difficult, 
particularly for short pipes and nozzles, because of the 
nonequilibrium aspect of phase change [1]. 

Flashing in commercial pipes is most likely initiated by 
heterogeneous nucleation of vapor bubbles in the bulk liquid 
and/or at crevices or microcavities along the wall with 
preexisting gas phase. Following Oswatitsch's treatment of 
condensation in supersonic nozzles [2], Zuber et al. [3] 
proposed a model which led to an expression for the 
calculation of the mass flow rate of vapor, Gg, over a cross 
section located at a point, Z, along a duct of constant cross 
section, A 

GJZ) A h $A/n(Z,ft/(iW (1) 

where £h is the perimeter of the duct, /(£") is the nucleation 
rate per unit wall area at point f along the pipe, /w(Z,f) is the 
mass at Z of a vapor bubble nucleated at f, and Z0 is a point 
upstream from the nucleation zone. The integration ef
fectively sums the vapor mass of all the bubbles nucleated 
before point Z. Although Oswatitsch's model has been ap
plied to the study of condensation in high-speed flows with 
remarkable success [4], its extension to flashing flow has been 
difficult, mainly because of the lack of understanding of the 
heterogeneous nucleation process, and of the nucleation rates 
(/) for flashing flows. 

Rohatgi and Reshotko [5] carried out such a calculation for 
flashing flow of liquid nitrogen and compared their results 
with the experimental data of Simoneau [6]. There were two 
unknown parameters in their heterogeneous nucleation 
equations, one being the number of effective nucleation sites 
per unit area, and the other being the contact angle between 
liquid nitrogen and the surface of the heterogeneity. They 
determined these unknown parameters by "best-fits" to the 
experimental data, but they did not apply the analysis to any 
steam-water data. 

To circumvent the above difficulty, Wu et al. [7] treated the 
nucleation and bubble growth separately and proposed a 

conduction controlled vapor generation model, which was 
first applied to the experimental data of Reocreux [8]. The 
local vapor generation rate was assumed to depend primarily 
on the following three quantities: 

(a) The onset of flashing or inception point, ZN VG 
(b) The initial void fraction, a0 , at the point of inception 
(c) A quantity, C r , which is related to the number of 

bubbles generated at the inception point 

The values of these three parameters were determined 
independently by the "best-fit" to the void fraction data [7]. 
In reality, they are all related to one another. For example, if 
the liquid superheat at the inception point is specified, both 
the flashing onset location, ZNVG and the critical bubble 
radius at the onset location can be determined. The value of 
the initial void fraction, a0 , is then uniquely related to the 
bubble number density at the inception point. 

Semi-empirical correlations [9 and 10] are now available for 
determining the liquid superheat at the flashing inception 
point. This paper will, therefore, concentrate on discussing a 
mechanistic nonequilibrium vapor generation model ap
plicable for the flashing two-phase flows. The model requires 
a priori knowledge of the liquid superheat at the flashing 
inception point and uses the bubble number density at the 
inception point as a "free" parameter. This parameter is then 
evaluated from the flashing experiment conducted in a ver
tical converging-diverging nozzle [11]. 

Present Model 

The heat transfer dominated vapor generation rate per unit 
volume following flashing inception can be given by 

r„ =« ,? / /£ (2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 7, 
1982. 

where a, is the total liquid-vapor interfacial area per unit 
volume of the mixture, q"is the net heat flux to the interface, 
and L is the latent heat of vaporization. Both a, and q"are 
flow-regime-dependent, and are functions of the ther
modynamic state and flow variables. Therefore, to calculate 
a, and q", it is necessary to know a priori in which flow regime 
the system is expected to be. In this model, a simple flow 
regime map for vertical pipe flows is assumed where the flow 
regime is a function of the local void fraction only.1 Thus, a 

A more elaborate flow regime map may be used in the future if deemed 
necessary. 
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bubbly flow, a bubbly-slug, an annular and/or annular-mist 
regime, and finally a dispersed droplet flow are assumed to 
occur at successively higher void fraction ranges. The void 
fractions at the transition points are assumed to be 

= 0.3, .=0 .8 , a d =0.95 

The selected flow regime was based on the observation in 
straight pipes with constant cross-sectional area and is in-line 
with the flow regime maps being used in the advanced water 
reactor safety codes such as TRAC and RELAP5 [12. 13]. It is 
also either similar to, or more sophisticated than, the flow 
regime maps used in the relatively recent analyses of critical 
flows [14, 15,16]. 

In the present paper, only the flow with void fraction less 
than 0.8 will be considered. Therefore, the interfacial area 
densities and the interfacial heat transfer coefficients ap
plicable for bubbly and bubbly-slug flow regimes are 
discussed in the following section. 

Bubble Nucleation Zone, 0 < a < aB. The bubble 
nucleation zone is the point of flashing inception, and it serves 
as the starting point of the vapor generation calculation. It is 
assumed that a certain number of bubbles are nucleated in this 
"narrow" zone and the net vapor generation at a location 
downstream will be dominated by the bubbles nucleated in 
this zone. This assumption is supported by the work of Jones 
and Zuber [17], who found that the rate of bubble volume 
growth is a strong function of growth time. Therefore, the 
contributions of the bubbles nucleated downstream of the 
bubble nucleation zone or the flashing inception point are 
neglected in this study. This is similar to the assumption used 
by many of the earlier researchers (e.g., Edwards [18]). 

The location of flashing inception may be determined either 
from the flashing inception correlations [9 and 10] or from 
experimental observation. At the inception point, the vapor is 
assumed to be in the form of critical sized bubbles, with 
radius Rcr 

Rcr = 2a/(psal{T,)-p) (3) 

The critical radius is of the order of a few microns for 
typical liquid superheat (or pressure undershoot) values found 
experimentally at flashing inception. At these sizes the 
bubbles can certainly be considered to be spherical and to 
move with the liquid without slip. Thus, the following ex
pressions can be written to start the calculation for vapor 
generation 

4 T 

ff/.0=3a!0/.R„. (5) 

X0 = a0pg/p, (6) 

where X0 is the initial quality and Nbo is the number of 
bubbles per unit mixture volume at the inception point which 
may be related to the packing density [9] through the flow 
geometry. 

Bubbly Flow. For a0 < a < abi max, the flow is assumed to 
be in the bubble regime. The vapor exists in the form of 
bubbles of uniform size, although not necessarily spherical. 
However, an equivalent sphere radius, to, can be defined such 
that the bubble volume is written as 

K=4TTW 3 / 3 (7) 
In general, the bubbles will move faster than the 

surrounding liquid. Because of the complexity of im
plementing a general form of the bubble rise velocity as 
prescribed by Wallis [19], a simplified form of the vapor drift 
velocity is adopted here 

^ • = 1.41 
rga(p/-pg)l 

L PI J 
(8) 

RlNbil (4) 

if co > 0.5 VCT/(P,^). For co < 0.5 Vo/(p/g), a linear inter
polation between zero and the above value is used. The 
relative velocity between the bubbles and the surrounding 
liquid is then calculated from 

vgl = Vgi/{l-a) (9) 

It is recognized that a two-fluid model would probably be 
superior to the above drift-flux model for calculating relative 
velocity in an accelerating and/or decelerating flow. The 
drift-flux model has been used in this paper only as a first 
approach, which may be revised in the future. 

For the interfacial heat transfer coefficient, it has been 
found [20] that even for bubble growth during a variable 
liquid superheat condition, the Plesset-Zwick [21] or Forster-
Zuber [22] type of heat transfer coefficient may be used for 
short time. However, for a bubbly flow with relative velocity, 
these expressions should be modified in such a way that the 
convective heat transfer due to the relative velocity is also 
accounted for. The general expression should satisfy the 
limiting behavior of the heat transfer process at both t — 0 
and t — oo, where t is the time from bubble nucleation. At the 
inception point, the transient conduction dominates the heat 
transfer process so that the general expression should ap
proach the Plesset-Zwick of Forster-Zuber expression at t — 
0. However, as the bubbles "age," the convective heat 
transfer due to the relative velocity between the bubbles and 

A 
a 

a, 

c 

cp 

D 
G 

Ge 

g 

h 

J 
k 
L 

= cross-sectional area, m2 

= thermal diffusivity, m2 /s 
= interfacial area density, 

m 2 /m 3 

= vapor mass concentration or 
static quality 

= specific heat at constant 
pressure, J/kg K 

= pipe or channel diameter, m 
= mass flux, kg/m2s 
= vapor mass flux, kg/m2s 
= acceleration due to gravity, 

m/s2 

= specific enthalpy, J/kg; heat 
transfer coefficient, W/m2K 

= nucleation rate, l /m2s 
= thermal conductivity, W/mK 
= latent heat of vaporization, 

J/kg 

Nb = 
P = 
<?," = 

Rcr = 
T = 
t = 

V = 
v = 

vgl = 

vsi = 
X = 
Z = 
a = 

r„ = 

«*• = 

bubble number density, 1/m3 

pressure, N/m 2 

interfacial heat flux, W/m2 

critical bubble radius, m 
temperature, K 
time, s 
volume, m3 

velocity, m/s 
relative velocity between vapor 
and liquid, m/s 
vapor drift velocity, m/s 
flow quality 
axial coordinate, m 
void fraction 
volumetric rate of vapor mass 
generation, kg/m3s 
perimeter, m 

P = 
a — 
01 = 

density, kg/m3 

surface tension, N/m 
equivalent sphere radius, m 

Subscripts 
b = 
d = 
g = 
i = 
I = 

m = 
o = 
s = 

sat = 
ss = 
T = 
v = 

bubble or bubbly flow regime 
droplet 
saturated vapor 
vapor-liquid interface 
liquid 
mixture 
flashing inception point 
bubbly-slug flow regime 
saturation 
steady-state 
throat, Taylor or large bubble 
vapor 
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liquid starts to dominate, as shown by Wolfert [23]. 
Therefore, at / — °°, the general expression should yield the 
steady-state convective heat transfer coefficient to the bub
bles. 

Two simple expressions are found in the literature which 
provide a smooth transition from the Plesset-Zwick ex
pression a t / — 0 to the steady-state heat transfer coefficient 
at t -> oo. These are 

h,-
V3A:, 

and 

h,= 

viraitl 3 to J 

V3>, 
Virfl// 

Valt 

(10) 

(11) 

The first is due to Aleksandrov et al. [24] as modified by Saha 
[20] and the second to Wolfert [23]. Since both of these ex
pressions were based on intuitive physical arguments, it is not 
clear which one is more realistic. Note, however, that 
Wolfert's expression always yields a greater value for ht. For 
the present calculations, the modified Aleksandrov expression 
(Equation (10)) is used. 

The interfacial area density is calculated from the following 
expression 

o,-6=3a/co (12) 

regardless of whether the bubbles are spheres or not. 
However, a method of calculating the variation of equivalent 
bubble radius, co, and the void fraction, a, is required. 

In the bubble flow regime, it is assumed that no bubble 
coalescence or disintegration takes place. Thus, the bubble 
radius changes only as a result of vaporization or con
densation at the interface 

du 

It 
ft,(T,-Tm) 

Lp„ 
(13) 

This equation is equivalent to equation (2) written on the basis 
of unit interfacial area rather than unit volume. Also, the 
vapor phase is assumed to be at saturation. 

To calculate the void fraction, a, an equation for the 
conservation of bubble number for the bubbly flow regime 
was utilized. For steady-state, this equation results in the 
following simple expression 

NbvgA = constant = (NbvgA)0 (14) 

The bubble density, Nb, can now be calculated at any cross 
section, and the void fraction can then be calculated from 

a=jw^Nb (15) 

The liquid superheat is calculated from the mixture energy 
equation by assuming the vapor phase to be at saturation, and 
the flow to be adiabatic 

h,„ + 
1 

( ! ) = constant (16) 

Note that the effect of relative velocity has been neglected in 
the foregoing equation. This is valid for the low-quality, high
speed flow considered in the present study. 

Bubbly-Slug Flow. As the void fraction increases, bubble 
coalescence becomes significant. Following Dukler and Taitel 
[25], it is assumed here that when a = abi max = 0.3 some of 
the bubbles begin to coagulate to form larger bubbles, while 
the others continue to grow by vaporization according to the 
rate and mechanism previously discussed. Thus, two classes 
of bubbles coexist in this flow regime; the larger bubbles 
formed by coagulation and the smaller original bubbles. As a 
result of vaporization at the interface, both classes of bubbles 

RUN 291 
NO. OF BUBBLES = 1.00 x I01' 

1.0 

0.8 

0.6 

2 0.4 

o 
> 0.2 

0.0 

-0.2 

~r "T 

o o 0
0 ° o ° 0 0 00 

0 100 200 300 400 500 600 
Z (mm) 

Fig. 1 Comparison between the area-averaged void fraction data (0) 
for run 291 and the "best-fit" calculation (—) using the present model 

RUN 344 
NO. OF BUBBLES = 5.00 x I011 

600 

Fig. 2 Comparison between the area-averaged void fraction data (0) 
for run 344 and the "best-fit" calculation (—) using the present model 

grow, although at different rates. A detailed model for this 
flow regime was developed by the present authors and has 
been reported in [11] and [26]. 

One of the basic assumptions in formulating the model was 
that the bubbles nucleated at the wall would migrate into the 
center of the channel and coalesce there. This is to be expected 
for flashing flow in a converging or straight pipe. However, in 
a diverging nozzle, the bubbles seem to coalesce near the wall 
and only a few bubbles seem to migrate into the center region 
[11]. Thus the model for the bubbly-slug flow needs im
provement for flashing flow in a diverging nozzle. However, 
the model for the bubbly flow is valid even for the diverging 
nozzle (until the bubble coalescence begins) and the same for 
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Table 1 Summary of test conditions and present model calculations" 

Run no. 

353 
358 
362 

145 
133 
137 
344 

TinCQ 

100.0 
100.0 
99.7 

121.2 
121.2 
121.2 
121.3 

G0(kg/m2s) 

18974 
25116 
28314 

15566 
18658 
24801 
27935 

Po(bar) 

0.955 
0.950 
0.929 

1.742 
1.634 
1.482 
1.922 

A7V,orC) 

1.65 
1.80 
2.13 

5.31 
7.28 

11.82 
2.23 

/V6>0(No./m3) 

1x10 ' ° 
1x10 ' ° 
l x l O 1 0 

2 x 1 0 ' " 
1x10 ' ° 

0 .3x10 '° 
5 x 1 0 ' ° 

Rcr(ian) 

20.3 
18.7 

16.3 

3.48 
2.63 
1.71 
7.88 

a/,0(m2/m3) 

25.5 
23.5 
20.27 

3.043 
0.865 
0.11 

39.0 

291 
284 
273 
278 
296 

148.9 
149.2 
148.7 
148.7 
148.8 

13336 
15061 
18048 
24119 
27148 

4.03 
4.047 
4.192 
4.257 
4.17 

5.0 
5.2 
3.4 
2.94 
3.7 

1x10'° 
2x10'° 
5xl0 1 0 

8xl0 1 0 

8x10'° 

"The subscript "o" refers to the flashing inception point 

1.71 
1.63 
2.46 
2.82 
2.27 

0.367 
0.557 
3.79 
8.04 
4.52 

268 
304 
309 

148.9 
148.9 
149.1 

18091 
18133 
18217 

4.057 
3.997 
3.935 

4.91 
5.25 
6.12 

3 x 1 0 ' " 
4 x l 0 1 0 

0.5x10 '° 

1.73 
1.64 
1.41 

1.13 
1.35 
0.125 

RUN 362 
NO. OF BUBBLES = 1.00 x lO10 

"i r 

300 400 
Z(mm) 

600 

Fig. 3 Comparison between the area-averaged void fraction data (0) 
for run 362 and the "best-fit" calculation (—) using the present model 

the bubbly-slug flow as reported earlier [11, 26] is applicable 
for straight and converging nozzles. 

Comparison With Experimental Data 

Ideally, the present model should have been first applied to 
steady-state flashing experiments conducted in a straight pipe 
with uniform cross-sectional area. However, no such ex
periment with detailed void fraction measurements was 
available. Therefore, the model was applied to steady-state 
experiments conducted in a vertical converging-diverging 
nozzle [11] for which detailed void fraction measurements 
were available. The test section was made of stainless steel 
with a total length of 0.787 m, including a symmetrical 
converging-diverging portion of 0.56 m in length. The inside 
diameters at both ends were 0.051 m and the throat inside 
diameter was 0.025 m. Initially subcooled water at low 
pressures (2-8 bar) entered the test section at the bottom and 
flowed upwards. As the pressure decreased, flashing began 
near the throat and two-phase mixture flowed through the 
diverging part of the nozzle. Pressures and area-averaged void 
fractions were measured along the length of the test section. 

The accuracy of the pressure measurement was within 1 
percent of the reading and that for void fraction was within 
0.05. The accuracy for the fluid temperature measurement 
was within 0.1 °C. 

A computer program was written for the present model 
described earlier. Steady-state balance equations for mass and 
energy were employed. No momentum equation was used; 
instead, the experimental axial pressure distribution was 
imposed. Since the maximum void fraction in the experiments 
simulated was less than 0.8, the models developed for the 
bubbly and the bubbly-slug regimes were sufficient to cover 
the range of the data. The following mixture mass and 
mixture energy equations were used for both of these regimes 

GA = constant 

and 

h,„ + constant 

(17) 

(18) 

Assuming the vapor phase to be at saturation, the specific 
enthalpy for the liquid phase was calculated from 

* ,= ^ (19) 
(1 -c ) 

where c is the vapor mass concentration and is defined by c = 
apg/pm. The liquid superheat was then calculated from 

Ti — T,„. — - (20) 

For the void fraction calculation, equations (13-15) were used 
for the bubbly flow regime where bubbles were tracked as 
they grew. However, in the bubbly-slug regime, a more 
general form of the vapor mass equation was used. The 
equation employed was 

G-
dX 

= r„ = 
(hTaLT + hbaiib)(Ti-TSILt) 

dZ " L 

The void fraction was then calculated from 

X 
a — 

(21) 

(22) 
[X+(l-X)pg/pl] + pgvgJ/G 

For a given simulation, the input consisted of 

1 The effective geometry of the converging-diverging 
nozzle [11] 

2 The nozzle inlet conditions, i.e., pressure, temperature, 
and velocity or flow rate 

3 The experimental pressure distribution along the length 
of the nozzle [11] 
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Fig. 4 The optimum bubble number density at the inception point 
versus the liquid superheat at the inception point 

For all the runs considered here, the flashing inception 
point was taken to be at the nozzle throat. This is based on the 
experimental void fraction data as well as the study of Abuaf 
et al. [11, 27], which showed that the flashing inception point 
according to the Alamgir-Lienhard correlation [9] was indeed 
very close to or at the nozzle throat. The critical bubble radius 
at the throat pressure was calculated by using equation (3) and 
a bubble number density at the inception point, Nb0, was 
assumed to start the calculation. A marching technique was 
used to calculate all the variables (except pressure which was 
input) along the length of the nozzle. Axial steps or mesh sizes 
were small enough to assure a converged result. The axial void 
fraction profile calculated by the computer program was then 
compared with the area-averaged void fraction data. In case 
of unsatisfactory agreement, the free parameter, Nb0, was 
varied until a "best-fit" between the calculated and the 
measured void fraction was obtained. 

A total of 15 runs were simulated with the present model. 
Results of the calculation with the "optimum" values of 
bubble number density at the inception point are presented 
elsewhere [11, 26]. Three typical comparisons are shown in 
Figs. 1-3. The agreement in the bubbly flow regime, i.e., a < 
0.3, is quite reasonable. However, there is still room for 
improvement in the bubbly-slug regime, i.e., 0.3 < a < 0.8. 
As mentioned earlier, an examination of the chordal void 
fraction measurements [11] at various axial elevations 
revealed that, in general, there were more voids near the wall 
than at the center of the diverging section of the nozzle. These 
imply that for a diverging nozzle, most of the vapor bubbles, 
nucleated at the wall, can not migrate into the center of the 
nozzle; instead, they start to coalesce near the wall. An im
proved model, applicable for the diverging nozzles, must take 
this into account. 

Table 1 provides a summary of the test conditions and the 
optimum values of the bubble number density at the flashing 
inception point. No clear relationship between the mass flow 
rate and the liquid superheat at the flashing inception point 
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Fig. 5 The interfacial area density at the inception point versus the 
liquid superheat at the inception point 

can be found. However, when the optimum values for the 
bubble number density at the inception point, Nbo, are 
plotted against the liquid superheat at the inception point, 
Ar / o , a clear trend can be found as shown in Fig. 4. The 
optimum number of bubbles at the inception point seems to 
increase until a liquid superheating of 3°C is reached. 
Thereafter, the heat transfer rate to the bubble interface is so 
large that fewer number of bubbles are needed to be nucleated 
as the liquid superheating at the inception point increases. The 
phenomenon can be better understood when the interfacial 
area density at the inception point, i.e., ai0, which is equal to 
4irR%Nbo, is plotted against the liquid superheating at the 
inception point. This is shown in Fig. 5. It is interesting to 
note that although the bubble number density decreased as the 
liquid superheating dropped below 3°C, the interfacial area 
density continued to increase monotonically as the liquid 
superheating decreased even below 3°C. This is consistent 
with the requirement that as the flow approaches a thermal 
equilibrium flow, i.e., as the liquid superheat becomes 
smaller, the interfacial area for heat and mass transfer, «,, 
must increase to produce more vapor. However, it should also 
be noted that as A!T/o — 0, the critical bubble radius, Rcr 
becomes very large in accordance with equation (3), although 
the pipe or nozzle diameter does impose an upper limit on Rcr. 
Therefore, the bubble number density, Nb0, which is equal to 
aj0/(4irRlr), does not have to continue to increase as Ar/D — 
0. This explains the apparent contradiction between Figs. 4 
and 5. 

Although Fig. 4 may serve as a guidance for the selection of 
the optimum bubble number density at the inception point 
once that point is determined, it must be realized that the data 
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base for Fig. 4 is quite limited. Only one nozzle size was used, 
and the experiments were conducted only at low pressures and 
temperatures. Therefore, the data base must be expanded first 
to develop a general correlation for the bubble number 
density or the interfacial area density at the inception point. 

Summary and Conclusion 

1 A model of vapor generation following flashing in
ception has been proposed including estimates for the in
terfacial area density, interfacial heat transfer coefficients 
and relative velocity in the bubbly and bubbly-slug flow 
regimes covering the void fraction range 0 < a < 0.8. 

2 Comparison of the model predictions with the ex
perimental area-averaged void fraction distributions obtained 
in a vertical converging-diverging nozzle showed a reasonable 
agreement in the bubbly flow regime. However, the model for 
the bubbly-slug regime needs improvement for flows in 
diverging nozzles. 

3 The optimum bubble number density at inception, Nb0, 
determined from the "best-fit" considerations, increased with 
the liquid superheat at inception, ATli0, until a liquid 
superheat of 3°C was reached. However, the bubble number 
density decreased as the liquid superheat increased beyond 
3°C. 

4 The interfacial area density calculated from the critical 
bubble radius and the optimum bubble number density at 
inception increased monotonically with a decreasing liquid 
superheat. This trend is consistent with the interfacial area 
requirement for a thermal equilibrium flow. 
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Application of the Local 
Assumption for the Design of 
Compact Heat Exchangers for 
Boiling Heat Transfer 
The design technique of interest here is the use of the local assumption, namely, that 
the local heat transfer coefficient during flow boiling is uniquely fixed by the local 
metal-to-liquid, AT, and the local fluid velocity. The object of this paper is to show 
the performance of two new compact heat exchangers that are specifically designed 
for boiling duty by this technique. These exchangers, from different manufacturers, 
were brazed aluminum, crossflow devices having core sizes of about 8 x 8 X 8 cm. 
The equivalent diameter of the flow passages on the boiling side, based on the 
wetted perimeter, was 0.167 cm. Offset fins gave excellent mixing of the boiling 
fluid, so homogeneous flow was assumed to prevail. Tests were made with 
Refrigerant-113 (R-113) at atmospheric pressure in these exchangers installed as 
thermosiphon reboilers. Heat was provided by condensing steam. The measured 
mass velocity of the R-113 was from 14 to 750 kg/s m2, the inlet velocity was 0.008 
to 0.45 mis, the calculated homogeneous exit velocity was 0.5 to 20 mis, the 
calculated metal-liquid, AT, varied from 15 to 120 K, and the heat duty varied from 
5.5 to 57 kW. On a volumetric basis, this upper duty is 120,000 kW/m3, a 
remarkably high duty for the exchange of heat between two fluids. For both ex
changers, the agreement between predicted and measured duties was satisfactory as 
long as no dryout occurred. When dryout occurred, flow oscillations were observed, 
and the observed heat duty was as much as 40 percent below the predicted value. 

Introduction 
Compact heat exchangers have been popular for some years 

in aircraft and in cryogenic industries to transfer heat between 
single-phase fluids. Acceptable design methods are available 
for such applications [1, 2]. The usage of compact heat ex
changers has expanded recently [3-15] to include boiling, 
vaporization, and condensation. The design techniques for 
these phase-change operations, which cannot be the same as 
for single-phase flow, are still being developed. Some recent 
work [14, 15] showed that the performance of a commercial, 
off-the-shelf compact heat exchanger originally intended for 
aircraft use could be predicted when used as a con
densation/boiling exchanger. The prediction involved a 
homogeneous flow model coupled with the local assumption. 
This exchanger was not the optimum for boiling. Definitely 
the fin height (3.89 mm) was too great, based on previous 
studies of boiling on fins [16-18]. The object of the present 
paper is to report on the results of tests made with two ad
ditional compact heat exchangers. These were designed by the 
authors specifically for boiling heat transfer using the 
technique described. It was intended that they required the 
lowest wall superheat to reach a particular heat duty, com
pared to other exchangers. The optimum selection was done 
by calculating the expected performance for different possible 
heat exchangers made by standard procedures from standard 
materials with standard dimensions. It was expected that for 
the best choices, the heat duty, energy transferred per unit 
volume, would exceed any value previously published for a 
two-fluid exchanger; this turned out to be the case. 

Experimental 

Each compact heat exchanger was installed as a ther

mosiphon reboiler. The test fluid was R-113 (CC12F-CC1F2, 
normal boiling point 47.6°C). Heat was provided by con
densing steam which flowed horizontally in a single-pass, 
crossflow pattern. The test equipment is illustrated in Figs. 1 
and 2, which show the R-113 side and the steam side. On the 
R-113 side, all piping was stainless steel. On the steam side, it 
was stainless steel up to the heat exchanger. Complete details 
are available [19]. 

One new brazed aluminum, plate-type, finned, compact 
heat exchanger was obtained from the Stewart-Warner 
Corporation (SW) and another was obtained from the 
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LIMCO Manufacturing Corporation (LIMCO). Each was a 
one-of-a-kind item constructed to our specifications. They 
were intended to be nearly identical. Their performances 
turned out to be very similar. Each had a core size of about 8 
x 8 x 8 cm, similar to that of the exchanger reported earlier 
[13-15] that was made by AiResearch Manufacturing 
Company (AiR). The new exchangers contained 14 boiling 
and 13 condensation single-stack passages. Figure 3(a) shows 
the offset fins in each passage, and Fig. 3(6) shows the 
crossflow pattern of the two streams. Each boiling side fin 
was 0.203 mm thick, 2.54 mm high, and 3.175 mm long in the 
flow direction. The pitch for the new exchangers was 709 and 
630 fins/m (18 and 16 fins/in.). The clearance between ad
jacent fins was about 1.3 mm. These fins were 100 percent 
thicker and 54 percent shorter than those in the AiR compact 
heat exchanger. These two changes were predicted to be 
advantageous. Table 1 lists the fin dimensions, free-flow 
cross-sectional area, fin area, and total heat transfer area for 
the boiling side of the three tested heat exchangers. 

The boiling loop was charged with about 34 L of R-113 
before each run. The thermosiphon action induced different 
circulating flows from the surge tank to the compact heat 
exchanger, depending on the steam temperature. The R-113 
flow rate was measured with a calibrated rotameter. Vapor 
formed in the heat exchanger was condensed in a tube-and-
shell condenser, metered, and returned to the surge tank. A 

(a) 

Boiling Liquid Out 

Steam 
Condensate 
Out 

Test Liquid In 

Fig. 3 Sketches of offset (or serrated) fins used in compact heat ex
changer and the cross flow pattern of the two streams 

Table 1 Comparison of the boiling-side fin dimensions of 
the three tested heat exchangers 

Heat exchangers 
Passages 

Fin height (ram) 
Fin pitch (mm) 
Fin thickness (mm) 
Offset (mm) 
Equiv. dia (mm) 
Free flow cross 
section (cm2) 
Fin area (cm ) 
Total area (cm2) 

AiR 
14 

(Double-
stack) 
3.89 
1.59 
0.102 
4.67 
2.13 

37.8 
4549 
5295 

SW 
14 

(Single-
stack) 
2.54 
1.41 
0.203 
3.175 
1.59 

19.8 
3245 
3911 

LIMCO 
14 

(Single-
stack) 
2.54 
1.59 
0.203 
3.175 
1.74 

20.4 
2912 
3577 

vent insured that the boiling side was at about atmospheric 
pressure. The liquid R-113 entered the compact heat ex-

Nomenclature 

A = base plate area between two AP = 
passages, m2 

CL = heat capacity of liquid, APf = 
J/(kg-°C) 
equivalent diameter, Ax APS = 
(cross-sectional area)/(wet-
ted perimeter), m Q = 
friction factor defined by Re = 
equation (4), dimensionless 
gravitational acceleration, Ts = 
m/s2 

mass velocity, kg/(m2«s) T„ = 
heat transfer coefficient, AT = 
kW/(m2 .°C) 
Colburn y-factor defined by 
equation (5), dimensionless ATBUb = 
t he rma l conduc t iv i ty , 
W/(nr°C) 

/ = clearance between two ATW = 
adjacent fins, m 

L = flow length on boiling side, 
m v = 

D = 

f = 

g = 

G = 
h = 

J = 

k = 

total pressure drop on 
boiling side, kPa 
two-phase friction pressure 
drop on boiling side, kPa 
total pressure drop on 
condensation side, kPa 
total heat duty, kW 
Reynolds number, dimen
sionless 
average steam temperature, 
°C 
base plate temperature, °C 
average steam temperature 
minus base plate tem
perature, °C 
boiling liquid temperature 
minus inlet R-113 tem
perature, °C 
base plate temperature 
minus boiling liquid tem
perature, °C 
specific volume, mVkg 

V = 
Vi = 

w = 

w, = 

X 
M 

P 

P 

homogeneous velocity, m/s 
liquid velocity at the inlet, 
m/s 
induced thermosiphon flow 
rate, kg/hr 
R-113 condensate rate, 
kg/hr 
fluid quality 
coordinate in the flow 
direction 
latent heat, J/kg 
dynamic viscosity, kg/(m-S) 
density, kg/m3 

average density in compact 
heat exchanger, kg/m3 

Subscripts 
e = exit 

G = gas phase 
L = liquid phase 

TP = two-phase 
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Fig. 4 Comparison of heat transfer results for a compact exchanger 
having long, thin fins (AiR) versus two exchangers having short, thick 
fins (SW and LIMCO) 
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Fig. 5 Dependence of liquid flow rate on the heat transfer rate as a 
result of the thermosyphon reboiler effect 

changer subcooled by about 6°C. The measured mass velocity 
was from 14 to 750 kg/s m2, corresponding to inlet velocities 
from 0.008 to 0.45 m/s. The exit fluid was a two-phase 
mixture or superheated vapor. The calculated exit 
homogeneous velocity varied from 0.5 to 20 m/s, AT„ was 
from 18 to 120°C, and the heat duty was from 3.5 to 57.4 kW. 

On the condensation side, the steam was condensed and 
metered. The steam pressure and temperatures, in and out, 
were monitored. The measurements indicated that the en
tering steam was saturated or near saturated at absolute 
pressures between 30 and 730 kPa. A steam ejector was used 
as shown in Fig. 2 to provide the necessary vacuums for low 
ATW runs. 

The heat duty of the compact heat exchanger was measured 
three ways: (i) from the steam condensate rate, (ii) the R-113 
condensate rate, and (Hi) the heat absorbed by the cooling 
water in the condenser. These three heat duties agreed within 
10 percent for nonoscillating runs and within 20 percent for 
oscillating runs. In this paper, the heat duty based on con
densed steam is used as being correct because there was less 
chance of heat loss along the steam line than from the rest of 
the system. 

Results 

Figure 4 shows the performance of the three compact heat 
exchangers. The two new "optimized" exchangers (SW and 
LIMCO) performed similarly, as they should. They trans
ferred 48 kW at a steam temperature of 82 °C, whereas the old 
nonoptimum exchanger (AiR) transferrred 23 kW at this same 
temperature. The AiR exchanger reached its maximum duty, 
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Fig. 6 Total pressure drop across the offset fins in compact heat 
exchangers 
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Fig. 7 Total pressure drop and two-phase friction pressure drop as 
functions of the exit quality 

40kW, at a steam temperature of about 150°C. All three cited 
heat duties are remarkable for exchangers of such small size, 
8 x 8 x 8 cm. They indicate that heat exchangers of compact 
design are desirable for industrial applications in which they 
are unknown. They are attractive only for clean, nonfouling 
fluids, because the flow passages are small. 

The "optimized" exchangers give steep lines for the main 
branch (nucleate boiling) of their curves in Fig. 4. This is a 
result of using short fins. This main branch stops abruptly at a 
steam temperature of 82 °C, because oscillations (density-
wave oscillations) begin at this point. They persisted for all 
higher steam temperatures. This second branch of the per
formance curve, beyond the 82°C temperature, corresponds 
to but little change in heat duty. The metal wall temperature 
in this region is hot enough to support transition and some 
film boiling. The vapor generation became cyclical, pulsing at 
about 1 to 5 Hz. The amplitude of the pulses reached its 
maximum at a steam temperature of about 140°C, before film 
boiling became dominant. 

The circulating flow induced by the thermosiphon effect is 
a balance between the buoyant hydrostatic head and the 
demands of friction and acceleration. All three forces increase 
at different rates with fluid quality, and this implies the 
existence of a maximum in the induced flow rate as the heat 
duty is increased. Figure 5 shows this characteristic for the 
optimized exchangers. The maximum flow of 5000 kg/hr 
(750kg/s m2) occurred when the heat duty was about 27 
percent of the maximum value of 48.6 kW in Fig. 5. 
Oscillating flows are not included in this graph. A flow versus 
heat duty curve such as Fig. 5 depends on the hydrostatic head 
and thus on the amount of liquid in the surge tank. For Fig. 5, 
the liquid level was 1.2 m above the inlet to the compact heat 
exchanger. A lower level would give a smaller maximum flow 
rate and a flatter curve. 
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Figure 6 shows the total pressure drop across the heat 
exchanger core on the boiling side. In the region of smooth 
flow, there was little scatter of data. As dryout began and 
oscillations appeared, the scatter of data became noticeable. 

Figure 7 shows that the pressure drop is a smooth function 
of exit quality. The quality was calculated by the following 
equation. 

W 

C, ATsy, 
(1) 

Here W is the measured liquid flow rate entering the compact 
heat exchanger. Wc is the measured flow rate of R-l 13 leaving 
the condenser, and X is the latent heat of R-l 13. Equation (2) 
was used to calculate the two-phase friction pressure drop 
AP,. 

*Pr rf = AP-pgL-G2Av (2) 

Here p is the average fluid density in the heat exchanger, Ay is 
the difference in the inlet and outlet specific volume, and G is 
the total flow rate divided by the free cross section. The 
friction pressure drop is graphed also in Fig. 7. This line is 
neither straight nor parallel to that for the total AP. The total 
AP fits a correlating equation with AP proportional to xe

0-25. 
Equations (3) and (4) were used to reduce the friction data 

to dimensionless forms of friction factor, / , versus two-phase 
Reynolds number ReTP [20]. The results are shown in Fig. 8. 

Reyp — 
DG 

jXTP 

/ = 
AP, 

(3) 

(4) 
4(L/D){G2/2pL) 

¥Lerel/iiTp=xe/nc+(l-xe)/iiL, and D is the equivalent 
diameter of the finned passages. When the flow was nearly all 
liquid (xe = approximately zero and Re r / , = approximately 
2100) the values o f / a r e rather flat and agree with those in [1] 
for single-phase flow. At higher Reynolds numbers, the 
friction factor rises sharply, meaning that two-phase pressure 
drops are larger than single-phase (liquid phase) pressure 
drops. 

Fluid friction of course occurs on the surface of the fins as 
well as on the surface of the base plate. The experimental 
pressure drop used in equation (4) presumably accounts for 
the total area. In calculating a ./'-factor for heat transfer, 
equation (5) is used. 

J = 
(Q/AATW) (nLCL 

GC, (TT) 
2/3 

(5) 

A difficulty arises in choosing the heat tranfer area and the 
AT, because the AT varies from point to point, particularly on 
the fins. One procedure is to use the base plate area only and 
the average AT existing there, AT„. If this is done, the curve 
fory shown in Fig. 8 is the result. If we use instead the fin area 
plus the base plate area, the new j-factor is given by 0.39 (the 
proper area ratio) multiplied by the j in Fig. 8. Neither j -
factor is exact, because the fin efficiency is not 100 percent 
and furthermore varies from one row to the next. Thus, even 
though the / and j curves in Fig. 8 are roughly parallel, the 
usefulness of the curves is open to question. If one wishes to 
assume a constant ratio of / to j , that is use the Colburn 
analogy, caution is needed. Experiments with other liquids are 
needed to discover whether the rough parallelism of / and j 
noted in Fig. 8 occurs in general. 

Inasmuch as no practical means was available to measure 
the base plate temperature, T„, values were estimated by 
using computed values of the heat transfer coefficient on the 
steam side, equation (6) and then combining this with the 
known heat duty, Q, and known area, A, to get the steam 
film AT in equation (7) and finally the desired wall tem-

0,01 

Re. TP" 
GD 

Fig. 8 Dimensionless representation of the friction and heat transfer 

perature, T„, by equation (8). An easy trial-and-error 
procedure is required to find h and AT values to satisfy both 
equation (6) and (7). 

h = 0.943\kLipL(PL,~Pf8XVM (6) 
/*t / Ar 

Q = hAAT (7) 

TW = TS-AT (8) 

The foregoing procedure is fairly good when the steam-film 
heat transfer coefficient is large compared to the boiling-side 
heat transfer coefficient, as for most of the present runs. It 
would be less dependable if the two coefficients were com
parable. The steam-film coefficient varied from 32 to 73 
kW/m2 °C, and the boiling R-l 13 coefficient varied from 1.3 
to l5k \V/m 2 °C. 

Equation (6) is the Nusselt equation for condensation on a 
vertical surface [21]. The base plates were vertical, and / is the 
clearance between fins (see Fig. 3). Equation (6) ignores such 
complications as steam velocity, possible flooding, and 
surface tension effects at corners. The contribution to heat 
transfer of fins on the steam side likewise is ignored here. 

The Model 

The main features of the model are the local assumption, 
the stepwise procedure, and the homogeneous flow assump
tion. These are summarized briefly below; they are discussed 
in detail elsewhere [15]. Computations are done on a digital 
computer. 

Local Assumption. This is the assumption that the heat 
transfer coefficient during flow boiling is fixed by the local 
fluid velocity and the local metal-to-liquid temperature 
difference. The local h varies from the base of a fin to its tip, 
because of varying ATW. The local h varies with distance 
along the line of flow, because of varying velocity. For this 
paper, the flow-boiling curves of Yilmaz and Westwater [22] 
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Fig. 9 Comparison of measured and predicted flow-boiling per
formance 

were used. It was assumed that these only existing complete 
curves for boiling R-113 flowing normal to a 6.5 mm tube are 
applicable to the finned exchangers used herein [15]. 

Stepwise Procedure. The fluid quality changes as the fluid 
travels through the heated passages. This causes the velocity 
to increase. A stepwise procedure is used to account for this 
variation. The size of each step was selected to be 3.175 mm; 
thus 24 steps were used to proceed from the inlet to the exit. 
Thermodynamic equilibrium is assumed at all positions; thus 
the local fluid quality can be calculated from heat balance 
equations. 

Homogeneous Flow. The flow is assumed to be 
homogeneous, that is, the liquid and vapor are intimately 
mixed and travel at the same velocity. Note that the flow path 
is not straight nor smooth. The flow is split every 3.175 mm 
downstream. Well-developed bdundary layers cannot build 
up. Many other flow regimes and models have been proposed 
for two-component, two-phase flow in straight round tubes 
[23], but they do not seem applicable for small interrupted 
passages as used herein. Collier [23] concludes that the 
homogeneous model is preferred for cases of high mass 
velocities, whereas the separated-flow model is better for low 
velocities. For the present study, the flow was as high as 750 
kg/s m2, which is much greater than that of other studies [7, 
8], Yung et al. [11] found that their separated flow model 
(annular flow) failed when the Reynolds number DG/fiL 
exceeded 1000. For the present study, the Reynolds number 
varied from 800 to 2500 (with no oscillations). The 
homogeneous model seems suitable here. With it, the velocity 
is calculated by 

V=G[xvG + (l-x)vL] (9) 
Figure 9 shows the prediction curves (solid lines) and the 

actual data points. The predictions curves are constructed for 
arbitrary flow rates. The actual flow rate was fixed by the 
thermosiphon action and was not under independent control. 
Some observed flow rates are indicated. There is satisfactory 
agreement between predictions and experimental data up to a 
heat duty of 36 kW. This includes flows from 1591 to 5000 
kg/hr and ATW values up to 28°C. The inlet steam velocity at 
36 kW was 30 m/s. In fact, for four runs at high heat duties, it 
was impossible to maintain a liquid seal in the steam con
densate line to prevent the escape of uncondensed steam, so 
the vapor velocity was even greater than 30 m/s. Thus the 
condensing-steam, h, calculated from equation (7) is probably 
too low, inasmuch as it was computed for negligible vapor 
velocity. If h for steam were increased as the velocity in
creased, the abscissa in Fig. 9 for the data would be shifted in 
such a way as to improve the match between the data and the 
lines. 
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Fig. 10 Variation of local h over the fin surface as fluid travels through 
AiR and LIMCO heat exchangers 

It is interesting to compare the two prediction curves for 
flow rates of 1591 and 5000 kg/hr in Fig. 9. The larger flow 
rate gives higher heat duties as expected when ATW is below 
17°C and forced convection is dominant. But at ATW values 
higher than 17 °C the additional subcooled liquid which ac
companies high flow rate delays the onset of efficient nucleate 
boiling. Thus the lower flow gives superior performance in the 
AT„ range from 17 to 38°C. At about AT„ =38°C the lower 
flow liquid has all evaporated, whereas the high flow system 
still has wetted surfaces. 

The regions of oscillations is indicated in Fig. 9. It is 
believed that during oscillations the heated surface is not 
wetted continuously. The actual liquid flow rates during 
oscillations could not be measured accurately with the 
rotameter. The proposed model is not applicable during 
oscillatory flow. 

A few special runs were made with high ATW and smaller 
amounts of R-113 in the loop to see whether all film boiling 
could be achieved. These were carried out by the dry-charge 
method, that is, the heat exchanger was hot before liquid was 
introduced. The thermosiphon head was deliberately low, and 
the flow rates were small. Film boiling was dominant, and no 
oscillations were observed. The data are evident in Fig. 9 at 
high ATW and low heat duty. Runs with 91 and 136 kg/hr 
agree well with prediction. It was possible to add liquid, which 
increased the head and caused the flow rate to increase. At a 
flow of 682 kg/hr, the homogeneous model overestimated the 
local velocities and predicted a too high heat duty. Thus for 
this one case of low velocity, the separated flow model can be 
proved to be superior [19]. 

In this study, the variation of boiling heat transfer coef
ficient over the fin surfaces is strongly emphasized. Figure 10 
shows this variation (calculated values) for fins in the AiR and 
LIMCO heat exchangers with ATW of 30°C as the fluid travels 
through the heat exchanger. The inlet velocity is 0.144 m/s, 
and the inlet liquid is saturated. This inlet velocity 
corresponds to a mass flow rate of 1591 kg/hr for the LIMCO 
exchanger. In the AiR heat exchanger, the h over the fin varies 
by a ratio of 8.5 at the entrance and 1.7 at the exit. With 
higher ATW, the ratio can go as high as 20.5 [19]. Definitely, 
the constant-/) assumption often used in single-phase heat 
transfer is unrealistic under these conditions. The "op
timized" LIMCO heat exchanger reduces the variation to 1.4 
at the inlet because of the shorter and thicker fins. At the exit, 
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the fluid is all vaporized and the change in h along the fin is 
trivial. The conventional fin efficiency concept for constant h 
may be used with caution here to obtain a first approximate 
design. The local assumption is the best way to handle the 
complex temperature-dependent boiling heat transfer coef
ficient for more accurate design purposes. 

Conclusions 

1 Chemical process industries should consider finned, 
compact heat exchangers for flow boiling of clean fluids. 

2 The local assumption provides a successful design 
technique, as long as no oscillations occur. 

3 Fin dimensions can be optimized, and this leads to 
higher heat duties. 

4 Dimensionless /- and ./'-factors show promise for flow 
boiling; these should receive further attention. 
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Study of Heat and Mass Transfer 
in a. Vertical-Tube Evaporative 
Cooler1 

Evaporative coolers are three-fluid heat exchangers used to reject heat to the en
vironment. A mixture of air and recirculating water is used as the cooling medium. 
In this paper, the heat and mass transfer processes taking place in a vertical-tube 
evaporative cooler are studied. A steady-state, one-dimensional model of cooler 
performance is formulated and is validated by experimental measurements, taken in 
a single-tube exchanger, of the controlling heat and mass transfer coefficients. 
These coefficients occur at the air-water interface. Heat fluxes and enhancement 
ratios for conditions of interest are measured and calculated, and the results are 
compared and discussed. The model is found to adequately predict heat exchanger 
performance. 

Introduction 
Heat rejection to the environment is usually accomplished 

via a heat exchanger that has a hot fluid on one side and 
atmospheric air or water on the other. When both air and 
water are used as the cooling medium, mass and sensible heat 
transfer take place, and the exchanger is referred to as an 
evaporative cooler. This type of exchanger is of interest due to 
two important characteristics: (/) at typical summer design 
conditions, the exchange of mass increases the heat flux 
considerably over that obtainable in a dry heat exchanger of 
the same configuration and (if) these heat exchangers reject 
heat in principle to the air wet-bulb temperature. Thus, if 
properly designed, they may reject heat at lower temperatures 
than dry heat exchangers. Also, they may achieve lower 
rejection temperatures than the combination of water-cooled 
heat exchanger-cooling tower when the cooling tower is 
designed for the same wet bulb approach. These design 
possibilities, associated with evaporative coolers, may lead to 
improvements in the thermal efficiency of power or 
refrigerating cycles [1-3]. 

Previous work in the area of evaporative coolers focused 
mainly on determining performance of horizontal-tube 
coolers, with and without fins. Mizushima et al. studied 
experimentally the performance of a horizontal-tube cooler 
without fins. Heat and mass transfer coefficients were 
determined and correlated as functions of the Reynolds 
numbers of the cooling water and of the air flows, and a 
method of calculating performance was presented [4-5]. A 
step-by-step method of performance calculation for a plate-
fin, tube-type evaporative condenser was presented by 
Leidenfrost et al. under the assumption of a Lewis number 
equal to 1 [2]. The effect of spraying a fine mist of water on 
air flowing over a compact tube-and-fin-type heat exchanger 
was also studied experimentally [6]. Good improvements in 
heat transfer performance were measured: essentially no 
increase in the pressure drop of the air phase occurred across 
the heat exchanger. 

The overall heat transfer coefficient in evaporative coolers 
is a function of the resistance to heat transfer on each side of 
the tube wall and the resistance of the wall itself. The latter is, 
in most cases, relatively low. Previous work on water-cooled 
condensers has shown that vertical fluted tubes may enhance 
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the heat transfer coefficient on the refrigerant side by up to six 
times the smooth tube value [7, 8]. It is of interest, therefore, 
to study the vertical tube condenser performance in the 
coolant fluid side, since additional improvements in the 
refrigerant side yield diminishing returns. No previous studies 
on vertical tube heat exchangers were found. 

In this paper, a smooth vertical tube exchanger is studied in 
order to formulate a mathematical model of the evaporative 
cooler performance and to validate this model experimentally. 
A steady-state, one-dimensional model of the heat and mass 
transfer process that takes place in the exchanger is for
mulated and is validated by experimental measurements 
performed in a single-tube exchanger. The controlling 
resistance to heat dissipation is identified, and the heat fluxes 
and enhancement ratios obtainable using this type of cooler 
are determined in order to provide a basis for evaluation of its 
potential. 

Mathematical Model 

In formulating a one-dimensional model of cooler per
formance, two routes may be chosen: formulation of an 
overall heat transfer coefficient based on air enthalpy as the 
driving force or formulation of equations for mass and heat 
transfer at the air-water interface.Here we choose the second 
route for the sake of generality, since it does not call for a 
specific link between the heat and mass transfer coefficients. 

In a vertical-tube evaporative cooler, the hot fluid flows 
inside an outer shell which surrounds vertical tubes. Inside 
each tube, a water film falls counterflow to a stream of air. 
Figure 1 shows the three fluids and the changes in mass and 
intensive variables as they flow through a differential length 
of one tube of the heat exchanger. 

To formulate the mathematical model, we focus on the 
differential of length, dz, in Fig. 1. One-dimensional, steady-
state flow is assumed. The equations are formulated ac
cording to the following sign convention: flows of matter or 
energy going into a control volume have opposite signs to 
those coming out from it. A mass balance for the air and 
water falling film yields 

dm„ 
--m„ 

dW 
(1) 

dz dz 
At the air-water interface, a mass transfer process occurs 

which can be expressed as [9], p. 153, equation (5.4)) 
dm^ _ . . ._ rl-Yw 

dz 
--2irMw(.R3-SiK]a\ ——H (2) 
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Fig. 1 Schematic of a differential of tube length, illustrating the 
transfer processes among the three fluids. The axial coordinate is 
denoted by z, the mass flow rates by m, the temperature by T, the en
thalpies by h, and the heat transferred by dQ. The air humidity ratio is 
denoted by W, and ma indicates dry air mass flow. Convective heat 
transfer coefficients are denoted by H, and mass transfer coefficients 
by K. Water and air flows are indicated by the subscripts w and a, and 
the subscripts L and S indicate latent and sensible heat, respectively. 

A heat balance on the hot fluid yields 

dT _ 2-KR2 

dz mCn 
U{T-TW) (3) 

where U is the overall heat transfer coefficient between the 
hot fluid and the water film, given by 

U~~H+ T nRl + R3HW 

The enthalpy change of the hot fluid is given by 

(4) 

dz p dz 

A heat balance on the air phase yields 

ma[Cp,aTa+W(CPiSTa+Ahwfi)]+dQs + dQL 

= ma{CPia(Ta+dTa) 

+ (W+dW)[Cp,s(Ta + dTa)+Ahwfi]) (6) 

We assume that for well-mixed water films, the temperature 

Nomenclature 

Cp = heat capacity at constant 
pressure (kJ/kG»K) 

d = molecular diffusivity of 
steam in air (m2/s) 

De = equivalent diameter (m) 
g = acceleration of gravity 

(m/s2) 
h = specific enthalpy (kJ/kg) 

H = convective heat transfer 
coefficient (W/m2-K) 

A/iw0 = enthalpy of vaporization of 
water at 0°C (kJ/kg) 

k = thermal conductivity 
(W/m«K) 

K = mass transfer coefficient 
(kgmol/m2"S) 

L = tube length (m) 
m = mass flow rate (kg/s) 
M = molecular weight (kg/kg 

mol) 
Nu = Nusselt number = 2RsH/k 

P = pressure (N/m2) 
Pr = Prandtl number 

q = heat flux (kW/m2) 
Q = heat flow (kW) 
R = radius (m) 

R2 = center tube radius (m) 
R3 = inner tube radius (m) 
R& = radius (m) = i?3 - 5 

Re„ = air Reynolds number = 
(w„ + wa)2Rs/va 

Rew = water Reynolds number = 
4 1 7 ^ 

Ru = universal gas constant (kg 
m2/s2»kgmole«K) 

Sc = Schmidt number = v/d 
Sh = Sherwood number = 

2RbKRuT 

Pd 

T = temperature (K or °C) 
U = overall hot fluid-water film 

heat transfer coefficient 
(kW/m2 .K) 

w = average velocity (m/s) 
W = air humidity ratio (kg/kg) 

Y 
z 
8 
A 

r 

p = 

mole fraction 
axial coordinate (m) 
film thickness (m) 
change 
film mass flow rate per unit 
of tube perimeter (kg/s«m) 
absolute viscosity (N»s/m2) 
kinematic viscosity (m2/s) 
density (kg/m3) 

Superscripts and Subscripts 

a = air 
b = bottom of cooler 

H = heat transfer 
/' = air-water film interface 

L = latent 
m = air-steam mixture 
s = steam 
S = sensible 
t = top of cooler 

w = water 
* = dimensionless 
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at the air-water interface is equal to the film temperature, Tw. 
Accordingly, the symbols in this equation are defined as 

dQs=2ir(Ri-5)Ha(Tw-Ta)dz 

dQL=hs,idm„ 

From the four immediately proceding equations and equation 
(1), neglecting second-order differentials, one gets 

dI± 
dz H 27r(^3-S) 

Ha + 
dW~\ 

dz 
\{TW-Ta) (7) 

where 

C = C 4- WC 

Equation (7) shows that the air temperature change along the 
cooler depends not only on the sensible heat transferred but 
on the mass exchanged as well. 

The air enthalpy change is given by 

dz 
= C„ 

dT„ dW 
+ -r(CPtSTa + Ahw<0) 

dz dz 
(8) 

From an enthalpy balance around the control volume of Fig 
1, indicated by broken lines, one gets 

dTw f dh dha dm 

dz dz 

r dh 

lmdz+m" dz 
-y(.mwCPtW) (9) 

(10) 

and, finally, the water enthalpy change is given by 

dh„ = c dT„ 

dz p'w dz 

The system formed by equations (1-3), (5), and (7-10) has 
eight unknowns, namely 

T„,hw,m„,Ta,ha,W,T,h 

Denoting with subscripts b and t at the bottom and the top of 
the cooler, the following boundary conditions are known at b 
(z = 0), Tb, hb for the hot fluid; Tafi, Wa<b, h„tb for the air; 
and at t(z=L), TWJ,hWi, for the water. 

This boundary problem was solved using a digital com
puter. A fourth-order Runge Kutta subroutine (RKF45) for 
solving initial-value problems in ordinary differential 
equations [10], together with a shooting technique, was used 
to obtain a solution. To run the program, values of the inlet 
humidities and temperatures must be provided. These values 
are given at z = 0 or at z = L, as previously explained. It is 
then necessary to employ a shooting technique, since the 
Runge-Kutta method requires that all inlet conditions be given 
at the same location, namely at z = 0 or at z = L. Thus 
guesses at z = L of the final hot-fluid temperature and of the 
final air temperature and moisture must be provided. The 
solution obtained with these guesses, proceeding from z = L to 
z = 0, is compared to the inlet conditions given, and if the 
solution is not within 1 percent of the inlet values, the 
procedure is repeated using new guesses obtained by a 
bisection technique. This is repeated until convergence to the 
inlet values is obtained. The local heat and mass transfer 
coefficients and property values are calculated by 
subroutines. 

To reproduce the experimental conditions of our testing 
facility, water, instead of a condensing refrigerant, was 
chosen as the hot fluid. In principle, the computer code can be 
easily adapted to handle a condensing fluid instead of hot 
water. To solve the preceding system of equations, values of 
the fluid properties and of the heat and mass transfer coef
ficients must be provided. A complete description of these 
correlations may be found in [11]. 

The thermal properties of the fluids at atmospheric pressure 
are, in general, a function of temperature. Their local values 
were calculated employing the correlations in [12]. The 

thermal diffusivity of steam in air was calculated as 
recommended in ([13] p. 3.2). The heat transfer coefficients 
for the water flowing in an annular space and for the falling 
film were taken from [14] and [15], respectively. The mass 
transfer coefficient from the falling film to the air as 
calculated as in ([9], p. 214), and the corresponding heat 
transfer coefficient was calculated via the Chilton-Colburn 
analogy [9]. The falling film thickness and velocity were 
estimated as in [16]. In general, the falling film thickness 
increases with the water flow rate. Low flow rates lead to dry 
spots in the heat exchanger, thus reducing its performance 
and proving deposition of dissolved chemicals. High flow 
rates lead to waves on the film surface, which, in turn, may 
increase entrainment at high air velocities. In our ex
periments, an average falling film thickness of 0.25 mm was 
found to be adequate for ensuring complete wetting and for 
minimizing entrainment at air velocities of up to 10 m/s. 

Test Loop and Data Analysis 

Figure 2 is a schematic of the test section showing overall 
dimensions. The water film is fed via a porous 40-/xm sintered 
ring and flows down the vertical 72.9-mm-dia Monel tube, 
completely wetting the tube wall. Air flows counterflow to the 
falling film after going through a honeycomb 4.2 dia long. 
The water film is extracted at the bottom of the tube through a 
3-mm gap. Hot water flows inside a circular annulus that has 
a 11.1-mm radial clearance. The test section is well insulated, 
and glass portholes at the top and bottom ensure good flow 
visibility. 

In each experiment, air moisture is adjusted by means of a 
steam humidifier, and hot water temperature is adjusted by an 
in-line steam heater. The flow rates and inlet and outlet 

GLASS PORTHOLE 

FILM WATER I N ~ 

Fig. 2 Schematic of the test section, showing overall dimensions 
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temperatures of all fluids are measured. The air moisture 
content is determined both at the inlet and outlet of the test 
section by two methods: using a dewpoint meter and using the 
wet-bulb measurement together with the dry-bulb 
measurement. This repetition is necessary to ensure reliable 
moisture measurements. A complete description of the test 
facility and instrumentation may be found in [ 11 ]. 

The mass and heat transfer coefficients at the air-water 
interface control tube performance, as shown in the next 
section. It is thus important to calculate these transfer 
coefficients from experimental data to validate our model. 

Equations (1) and (2) can be combined and rearranged, 
expressing the air humidity ratio as a function of the air mole 
fraction, to give 

w » XT • tn?vZn,v* = 2 i r ( * 3 " 8 ) K M » d z ( 1 1 ) 

Ma in[( i /y a , , ) / ( i /y0)] 
If the temperature of the water falling film is nearly constant, 
its vapor pressure will be constant, and the air mole fraction 
at the interface will hence remain nearly constant. Under 
those conditions, equation (11) may be integrated to give the 
mass transfer coefficient, K, as a function of the inlet and 
outlet air mole fractions 

K=- m„ 
2Tr(R3-5)MaL 

In In ' a,b -In In Ya,< 

- l n ^ + l n ^ + 
a,t . I a,l ",' J 

In £]'-[-

(2)(2!) 

(3)(3!) + . . . (12) 

Convergence of this series is quite fast and was assumed to 
take place when the absolute value of the last term calculated 
between brackets was smaller than 1 x 19 ~9. 

To calculate the heat transfer coefficient, equation (7) is 
integrated similarly to give 

tf.= [-ln (Tw-

(Tw-

+ 

-T 
x a 

-Ta, 

cP, 

,) 
b) 

'- (Wb-W, ••>]r 
J 2ir 

m„C„ 
(13) 

-p,m - ~,r(/?3 -b)L 

Using equations (12) and (13), values of the average water 
film temperature and values of the initial and final dry-bulb 
temperature and moisture content, the heat and mass transfer 
coefficients can be calculated. In deriving these equations, it 
was assumed that the specific heat of air and steam remain 
constant and that the water film temperature is nearly con
stant. To produce this assumed condition as closely as 
possible in our experiments, the water film was injected at the 
same temperature as the hot water in the shell. The hot water 
was run at high mass flows to minimize its temperature drop. 
For these conditions, the change in the falling film tem
perature from top to bottom of the cooler did not exceed 2°C 
inmost runs. 

Results and Discussion 

In a vertical-tube heat exchanger such as this one, heat is 
transferred from the hot water across the tube wall to the 
water film because of temperature gradients. Heat is 
transferred from the water film to the air in latent forms as a 
consequence of mass concentration and in sensible forms as a 
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Fig. 3 Dimensionless water film temperature versus dimensionless 
axial coordinate 
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Fig. 4 Sherwood number versus air Reynolds number for different 
water film flows 

consequence of temperature gradients. For a given heat flux, 
the maximum temperature gradient will take place at the 
interface where the resistance to heat transfer is largest. 

From theoretical and experimental results, it can be readily 
shown that the resistance to heat transfer at the air-water 
interface predominates over all other resistances, since the 
maximum temperature drop occurs at this interface. This is 
illustrated in Fig. 3, where the ratio of the film temperature to 
the hot water temperature, Tw, (both temperatures in degrees 
Celsius) is plotted versus the dimensionless vertical coor
dinate, z, (axial coordinate divided by tube length, z = 0 at 
top of the tube) for the two different air Reynolds numbers, 
as obtained from the mathematical model. The ex
perimentally determined inlet and outlet values of T„ are also 
shown. The hot water was run at high mass flows to keep its 
temperature constant. Regardless of the inlet water film 
temperature, an equilibrium temperature close to the hot 
water temperature is reached near the point of injection, and 
the maximum temperature drop is thus concentrated at the 
air-water interface. 

Figure 3 shows that the water film temperature may be kept 
nearly constant by injecting it at the same temperature as the 
hot water flowing on the shell. To validate the model, the heat 
and mass transfer coefficients were calculated from ex
perimental data as explained in the proceding section. 

Tests were run at water film Reynolds numbers (Re,v) 
ranging from 350 to 2100 and at air Reynolds numbers (Re) 
from 1 x 104 to 4 X 104. The film was injected at the same 
temperature as the hot water (about 43 °C), which was run at a 
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Fig. 6 Heat flux obtained in the evaporative condenser mode versus 
inlet temperature difference. The experimental points show the heat 
load as measured in the hot water (or shell) side and in the air-water film 
(or tube) side. The vertical distance between corresponding points is 
proportional to the heat balance error. 

high flow rate (1.4 kg/s). The air inlet moisture was main
tained at a low value (0.006 kg/kg) to increase the accuracy of 
the determination of the mass transfer coefficient. Air inlet 
temperatures ranged from 25 to 30°C. 

The Sherwood and Nusselt numbers were calculated from 
these experimental data. Figure 4 shows the Sherwood 
number versus the air Reynolds number. Note that the air 
Reynolds number is calculated with the relative air-water film 
velocity. The experimental data and the correlation from [9], 
using a Schmidt number equal to 0.6, are displayed. Most of 
the experimental points fall within 10 percent of the existing 
correlation. 

Figure 5 shows the Nusselt number versus the air Reynolds 
number. The experimental data fall somewhat below the 
values predicted by the Chilton-Colburn analogy; the dif
ferences between the existing correlation and the experimental 
points are within 25 percent. Note that the scattering of the 
experimental points in this figure is greater than that of those 
shown in Fig. 4 (for the Sherwood number). An uncertainty 
analysis employing equations (11) and (12) and the 
methodology presented in [17] shows that whereas the un
certainty interval for the Nusselt number is typically 29 
percent, it is 15 percent for the Sherwood number. The un
certainty interval for each individual variable employed for 
this analysis was the manufacturer's specified accuracy of 
each transducer/readout combination, with only one ex
ception, the average film temperature, which was determined 

to have an uncertainty interval of ±1°C with an 80 percent 
degree of confidence. Since this error is for both cases (Nu 
and Sh), the major contributor to the uncertainty of the 
results, it can be ascertained that their uncertainties (29 and 15 
percent) are known with an 80 percent degree of confidence. 

The good agreement between the correlation employed in 
the computer program and the values of the experimentally 
determined Sherwood number is very important for accurate 
calculations of cooler performance. This statement is justified 
because, as will be shown, the contribution of latent heat to 
the total heat dissipated is much larger than the contribution 
of sensible heat. Thus the correlations employed in the model 
were not modified to account for the differences displayed in 
heat transfer coefficients (Fig. 5). 

Perhaps one of the most important applications of 
evaporative coolers is for condensation of a refrigerant in the 
shell side. During condensation, it is reasonable to assume a 
nearly constant wall temperature. To study performance 
under simulated condensing conditions, the hot water flow 
inside the shell was maintained at 0.95 kg/s. This flow rate 
produced a temperature drop of 1 to 2°C in the hot water. The 
water film flow was kept at 0.0127 kg/s, corresponding to a 
Reynolds number of 350. This is the minimal flow that will 
keep the tube wall wet for all conditions in our experimental 
facility. Small water film flows are of interest since they 
minimize the possibility of water carryover and decrease 
water pumping power [11]. The air flow rate was 0.037 kg/s, 
which corresponds to an air Reynolds number of 3.6 x 104. 
This flow is relatively large, but it does not produce any liquid 
carryover. 

As stated, the controlling resistance to heat transfer is 
concentrated at the air-water interface. Since the resistance to 
heat transfer from the tube wall to the water film is small, it 
seems that the heat load could increase if the water were 
cooled before recirculation. Thus, two inlet water film 
temperatures were simulated: one for water cooled in an 
auxiliary wet cooling tower at 2.5 °C above the air wet bulb 
and another for water recirculated without intermediate 
cooling at 2°C below the hot water temperature inside the 
shell. Air dewpoint, dry, and wet-bulb temperatures were 
21.1, 30, and 23 °C, respectively, corresponding to the 5 
percent design condition for the Knoxville, Tennessee, area 
[13], p. 24.13). 

Figure 6 displays the heat dissipated versus the inlet hot 
water-air temperature difference. As this difference increases, 
the heat load increases approximately linearly. As expected, 
cooling the water film increases the heat load; the increase 
ranges from about 14 to 55 percent as the hot water tem
perature increases from 3 to 15°C above the dry bulb. In
terestingly, this plot shows that for evaporative coolers 
designed to operate at temperatures close to the design dry 
bulb, the gains obtained by cooling the water are relatively 
small. In such cases, providing an auxiliary system for cooling 
the water may not be warranted. It can be seen in Fig. 6 that 
the results given by the model and the experiment agree well. 

To compare the performance for wet conditions to the 
performance for dry conditions, the enhancement ratio, q, 
was calculated for the typical summer conditions of Fig. 6 by 
dividing the heat exchanged when the water film flows by the 
heat exchanged when no water film is injected. The ex
perimental and theoretical results are shown in Fig. 7. The 
most important conclusion that can be extracted from this 
figure is that when hot water temperatures are close to the 
dry-bulb temperatures, an evaporative cooler can dissipate 
substantially more heat than a dry one. For an initial 
dimensionless temperature difference of 0.1, the heat 
transferred in an evaporative cooler is about 14 to 18 times 
that transferred in an air-cooled exchanger of the same 
configuration. Small approach temperatures are thus possible 
without a corresponding increase of the exchanger area. It is 
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possible to operate the cooler at temperatures below the dry 
bulb, but this was not attempted. 

The comparison given in Fig. 7 must be viewed with 
caution, since a smooth tube is not an effective configuration 
for heat transfer under dry conditions. However, the increase 
in heat flux obtained under wet conditions is remarkable 
because the additional pressure drop is small. One way of 
accounting for the pressure drop is to calculate the ratio of the 
heat flow to the power required to circulate the air and to 
compare that ratio for the wet and dry cases. For our ex
perimental conditions, at an inlet temperature difference of 
0.1 (Fig. 7), about 11 times more heat per unit of power spent 
in circulating the air is dissipated in the evaporative cooler 
than in the dry cooler. Complete measurements of pressure 
drop in the air phase are given in [ 11 ]. 

Conclusions 

From this work, it is possible to conclude that the con
trolling resistance to heat dissipation in a vertical-tube 
evaporative cooler takes place at the air-water interface. 
Enhancement mechanisms should thus focus on improving 
the transfer process at this interface. The enhancement 
devices may be either repeated roughness or swirling flows, 

with the primary emphasis being on maximum enhancement 
with a minimum pressure drop increase of the air phase. The 
model of cooler performance developed here is flexible and 
can handle a wide range of fluids and inlet conditions. It can 
accept heat and mass transfer coefficients determined ex
perimentally, and thus serve as a useful tool in studying heat 
transfer enhancement for this type of equipment. The em
pirical correlation for smooth tubes found in the literature are 
entirely adequate for performance calculation of this type of 
equipment. 
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The Representation of Regenerator 
Fluid Carryover by Bypass Flows 
A regenerator transfers sensible heat between two fluid streams by means of a 
porous matrix through which the streams are passed alternately. The fluid con
tained in the matrix passages is carried over from one fluid stream to the other, and 
contributes to the heat transfer process. It has been suggested that this contribution 
may be predicted by treating the fluid carryover as fluid flows bypassing the matrix. 
The validity of this representation is explained, and its accuracy is explored in a case 

for which numerical solutions of the governing equations are available. A published 
analysis of the representation is discussed and completed. 

1 Introduction 

A regenerative heat exchanger or regenerator transfers 
sensible heat between two fluid streams by means of a porous 
matrix through which the streams are passed alternately. 
Transfer occurs via energy storage in the matrix and also via 
the fluid contained in the matrix passages. The contribution 
of the contained fluid has been presented recently by the 
author [1] on a design chart, obtained using finite difference 
solutions of the governing equations, including and neglecting 
it. The contribution is termed the effect of carryover, since the 
contained fluid is carried from one fluid stream to the other 
with the matrix. 

The formulation of the chart was stimulated by the 
similarity between fluid carryover and fluid flows in a 
regenerator that bypass the matrix and pass between the fluid 
streams at matrix faces. These cross bypass flows may be 
caused by pressure differences driving leakage through seals 
and by the trapping of fluid in header volumes between seals 
and matrix [2-5]. Prior to the availability of a solution of the 
governing equations, including carryover, Dunkle [6] had 
suggested that the effect of carryover on the effectiveness of a 
regenerator with high performance is close to that of cross 
bypass flows into matrix outlets, each with flow rate a half 
that of the carryover. Shah [7] has recently drawn the author's 
attention to the approximate theory of Klopfer [2, 5] which 
represents carryover by such bypass flows with flow rate 
equal to that of the carryover. 

Klopfer's theory [2, 5] is directed to regenerators for gas 
turbine engines, and so considers the thermal capacity 
(specific heat times density) of each fluid stream to be dif
ferent, whereas the author [1, 3] considered these capacities to 
be the same, an assumption applicable to air-conditioning 
regenerators. 

Accurate prediction of the effect of carryover on 
regenerator effectiveness requires solution of the governing 
equations by a numerical method. The results of such solution 
are available, to the author's knowledge, only for fluid 
thermal capacity the same in each fluid stream. Therefore, the 
accuracy of Klopfer's theory for this capacity different in 
each stream cannot be checked. 

In this paper, the validity of the representation of carryover 
by bypass flows is explained, and the accuracy of such 
representation is explored using the design chart [1], which 
applies to a symmetric balanced counterflow regenerator with 
fluid thermal capacity the same in each fluid stream. The 
conclusions serve to indicate the possible applicability of such 
representation more generally, particularly for this capacity 
different in each fluid stream, as in Klopfer's theory. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division, June 1, 
1982. 

The theoretical analysis of cross bypass flows into matrix 
outlets [2, 3, 5] is adapted in this paper to provide 
representation of carryover. Fluid specific heat is assumed to 
be the same in each fluid stream, as in [1-3, 5], so that dif
ferent fluid density gives different fluid thermal capacity. The 
discussion and analysis in sections 2 to 4 consider a symmetric 
balanced counterflow regenerator with fluid density the same 
in each fluid stream, and without "purge" arrangement [1], 
as in [1, 3]. Different fluid density in each fluid stream is 
considered in section 5, as in Klopfer's theory [2, 5], which is 
discussed critically in sections 5 and 6. 

2 Comparison of Carryover and Cross Bypass Flows 

Figure 1 represents the matrix of a symmetric balanced 
counterflow regenerator on a distance-time diagram and 
shows paths followed by fluid elements carried over from one 
fluid stream to the other by the matrix. The fraction of each 
fluid stream carried over is termed the carryover ratio, and 
given by 

K = L/VT (1) 

where L is the matrix dimension in the fluid flow direction, v 
is the mean velocity of fluid flow through a matrix passage, 
and T is the flow period, the time that the matrix spends in 
each fluid stream. 

In Fig. 1, the relative magnitudes are shown of the masses 
of fluid leaving the matrix during period 1, as carryover from 

Period 2 -

Distance 

Matrix 
Length(L) 

Relative 
Fluid 
Masses 

Period 1 

Fluid Stream A 

- Period 2 -

-•"Time as fraction of Flow Period ( T ) 

- < 1 - K ) - 4 — K — I — K - + - (1 -K)— •< 

K ( 1 - K ) 

Carryover Through 
Flow 

Fluid Stream B 

-Period 1 

Fig. 1 Distance-time diagram for matrix of a symmetric balanced 
counterflow regenerator, showing paths of fluid elements carried over 
from one fluid stream to the other by the matrix 
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Fig. 2 Matrix of a balanced counterflow regenerator with fluid flows 
occurring for equal cross bypass flows into matrix outlets. Tem
peratures and relative mass flow rates are shown. 

fluid stream B and as through flow from fluid stream A. 
These masses become mass flow rates when divided by the 
flow period. 

Figure 2 shows the matrix of a balanced counterflow 
regenerator with the fluid flows occurring for equal cross 
bypass flows into the matrix outlets. The relative mass flow 
rates are shown, with bypass mass flow rate as a fraction of 
that of each fluid stream denoted /3. Comparison with Fig. 1 
shows the similarity between these flows and carryover, as 
both are seen to pass a fraction of each fluid stream into the 
other fluid stream. 

In the case of no heat transfer between fluid streams and 
matrix, the carryover has the same effect as the cross bypass 
flows in passing isothermally a fraction of each stream into 
the other. Hence, in this case, the effect of carryover on 
regenerator effectiveness is given by that of the bypass flows, 
each with flow rate equal to that of the carryover. 

In the general case, with heat transfer between fluid streams 
and matrix, the effect of carryover differs from that of the 
bypass flows in two respects. First, the carryover changes in 
temperature while resident in the matrix, thus affecting its 
equivalence in effect to the bypass flows. Second, the periodic 
energy storage in the matrix is effectively increased due to 
energy storage in the fluid contained in the matrix passages, 
thus increasing the effectiveness of the regenerator for 
transfer via the matrix. The first difference can be ac
commodated by modeling the carryover by nonisothermal 
bypass flows. However, the second difference makes such a 
model fictitious, and so representative only, since this dif
ference is not associated with the passage of the matrix-
contained fluid between the fluid streams. This question is 
explained further in section 4. 

With regard to the second difference, it is noted that 
Maclaine-cross [8] shows the usefulness of representing 
carryover by increases in matrix specific heat and matrix to 
fluid heat transfer coefficient, and this design method has 
been compared [1] with the use of the author's design chart 
[1]. 

The effect of nonisothermal cross bypass flows into matrix 
outlets on regenerator effectiveness is now derived and 
compared with that of carryover. 

3 Analysis 

The effectiveness of a regenerator is defined as the ratio of 
the heat transfer rate achieved and the maximum possible 
transfer rate, and thus for a balanced regenerator is given by 

t=(t0-ti)/(t„-ti) (2) 

where t, and t0 denote the temperature of one of the fluid 
streams at inlet to and outlet from the matrix, respectively, 
and t„ that of the other fluid stream at inlet, as shown in Fig. 
2. The outlet temperature of the other fluid stream is not 

N o m e n c l a t u r e 

C 

C* 

c* 

Ea = 

EK = 
f = 

L = 

N„. 

specific heat of fluid 
thermal capacity rate of a 
fluid stream [5] 
CA/CB 

matrix to fluid stream 
thermal capacity rate ratio 
[1,5] 
bypass flow effect, equation 
(5) 
carryover effect, equation (3) 
change in temperature during 
passage of a bypass flow 
representing carryover, as a 
fraction of the difference 
between the temperatures of 
the fluid stream from which 
it originates and the fluid 
stream into which it mixes 
matrix dimension in fluid 
flow direction 
modified number of heat 
transfer units [1, 5] 
pressure of a fluid stream at 
inlet 

T = 

T"* = 
V = 

Y = 

/3 = 

PAIPB 
thermal capacity ratio of the 
fluid streams, equation (9) 
temperature of fluid; th tot 

and t\, for one fluid stream 
at inlet to matrix, at outlet 
from matrix, and on leaving 
regenerator after mixing with 
bypass flow into matrix 
outlet, respectively; /„, for 
other fluid stream at inlet 
absolute temperature of a 
fluid stream at inlet 
TB/TA 

mean velocity of fluid flow 
through matrix passage 
parameter, equation (15) 
mass flow rate of each bypass 
flow as a fraction of that of 
each fluid stream 
regenerator effectiveness [5], 
equation (2) for balanced 
flow 

T 

value of e due to transfer via 
the matrix 
effectiveness of a balanced 
regenerator including the 
effect of equal cross bypass 
flows into matrix outlets, 
equation (4) 
fluid carryover ratio, the 
fraction of a fluid stream 
carried over into the other 
stream, equation (1) 
density of fluid 
flow period, the time that the 
matrix spends in a fluid 
stream 

Subscripts 

A = 

B = 

with carryover considered as 
cross bypass flows into 
matrix outlets 
fluid stream A, cold stream, 

fluid stream B 
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specified, since it is not used in the analysis. The outlet 
temperatures are bulk mean values because of the periodic 
nature of energy storage in the matrix. 

The effectiveness is denoted t,„ when t0 is evaluated con
sidering only transfer via the matrix, that is, the effect of 
carryover is neglected. For a symmetric balanced regenerator, 
e„, is determined by two parameters, and the two parameters 
used here are the modified number of heat transfer units iVtU0 
and the matrix to fluid stream thermal capacity-rate ratio, C* 
[1, 5], Effectiveness e, that includes the effect of carryover, 
depends also on a parameter describing the rate of carryover, 
for which carryover ratio K is used here. 

The quantity "carryover effect," defined by 
EK=(e-e„,)/K (3) 

has been shown [1] to be independent of K for practical designs 
of symmetric balanced counterflow regenerator for gas 
streams, that is for (C*/K) > 50. 

With bypass flow into a matrix outlet, the mean tem
perature t0 in a fluid stream leaving the matrix differs from 
that tx at the regenerator outlet, after the bypass flow has 
mixed with the fluid stream, as shown for fluid stream A in 
Fig. 2. The overall effectiveness of the regenerator, with the 
effect of such bypass flows included, becomes 

e0=«l-ti)/(t„-tl) (4) 
The effect of the bypass flows on regenerator effectiveness 
may be described by a quantity "bypass flow effect," defined 
by 

£„=(«„-0/0 (5) 
where /3 is the mass flow rate of each bypass flow as a fraction 
of that of each fluid stream. 

Temperature, tx, in equation (4) is given by conservation of 
energy in the mixing of a bypass flow into a matrix outlet with 
the outlet fluid stream. This mixing is illustrated for fluid 
stream A in Fig. 2. Following the explanation in section 2, the 
bypass flow is considered to change in temperature by a 
fraction,/, of the difference between the temperature, t„, of 
the fluid stream from which it originates and the temperature, 
t0, of the fluid stream into which it mixes. Therefore, the 
bypass flow enters this mixing process with temperature [(t„ 
- /(t„ —10) ], and from energy conservation in the process 

tx=m,,-f(t„-t0)]+(\-$)t0 (6) 
From equations (2) and (4-6), the effect of such bypass flows 
on regenerator effectiveness is given by 

£/* = (! - / ) ( l - 0 (7) 
The result of the approximate theory for carryover effect of 

Klopfer ([5], equation (176)) becomes equation (7), with/=0 
for fluid density the same in each fluid stream. 

Equation (7) is plotted in Fig. 3 for several values of/. The 
line for/ = 0 corresponds to actual isothermal bypass flows, 
and the other lines to nonisothermal bypass flows that can be 
equivalent in effect to carryover. The determination of/for a 
particular regenerator operating condition is described in the 
next section. 

4 Equivalence Between Bypass Flows and Carryover 

When cross bypass flows into matrix outlets represent 
carryover, effectivenesses e0 and e, considering and neglecting 
these bypass flows, respectively, correspond to effectivenesses 
e and €,„, considering and neglecting carryover, respectively. 
Therefore, the form of equation (7) prompted the author to 
plot carryover effect, EK, versus regenerator effectiveness, em, 
neglecting carryover, [1, Fig. 3] of which a simplified form is 
presented in Fig. 4. Comparing Figs. 3 and 4, the departure of 
the plot from a straight line between em = 0, EK = 1 and em 
= 1, EK = 0 shows a general lack of equivalence in effect 

Fig. 3 Bypass flow effect, £ /5, for several values of the bypass tem
perature change fraction, f, for a balanced couterflow regenerator with 
equal cross bypass flows into matrix outlets 

Fig. 4 Carryover effect, EK, for (C;/«) > 50 [1], for a symmetric 
balanced couterflow regenerator 

between carryover and cross bypass flows that are isothermal, 
that is, with/ = 0. 

Isothermal equivalence is seen to apply for e„, = 0 (no heat 
transfer), as noted in section 2, for e„, = 1 (ideal heat trans
fer), and for e,„ > 0.7 with C* near 2 (as in practical 
regenerator operation). For e,„ > 0.7 with C* > 2, com
parison of Figs. 3 and 4 shows that equivalence requires 0 < / 
< 1. For example, for e,„ > 0.7, / = 0.5, 0.65, and 0.8 with 
C* s 5, 10 and 50 respectively. This result is in accord with 
the suggestion by Dunkle [6] mentioned in section 1. 

Equivalence in effect between carryover and cross bypass 
flows is seen to apply in general provided a suitable value is 
chosen for / . This equivalence is fictitious and so represen
tative only, as explained in section 2, and as is apparent for/ 
< 0. / < 0 corresponds to the bypass flow reaching a tem
perature outside the range between the inlet temperatures of 
the two fluid streams./ = 0 implies no heat transfer between 
bypass flow and matrix, yet can apply with high iV1U0. For / 
= 0, the two differences in effect between carryover and cross 
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bypass flows mentioned in section 2 must be equal and op
posite. 

The factor (1 -J) in equation (7) may be considered to 
change the carryover flow rate to that of the equivalent bypass 
flow rate. The specification of fas a function of C* and NMO 

is possible using Figs. 3 and 4, enabling carryover to be ac
curately represented by bypass flows for all operating con
ditions. However, this design method is not easier than the 
direct use of Fig. 4. 

The representation of fluid carryover by bypass flows 
provides a convenient design method in the absence of ac
curate results, as in the case of different fluid density in each 
fluid stream, for which Klopfer [2, 5] provides analysis like 
that in section 3 wi th / = 0. 

5 Fluid Density Different in Each Stream 

5.1 Representation of Carryover by Bypass Flows. 
Klopfer [2, 5] represents carryover by cross bypass flows into 
matrix outlets, each with flow rate equal to that of the 
carryover. Such representation is shown in the previous 
section to be accurate for a symmetric balanced regenerator 
with fluid density and specific heat the same in each fluid 
stream over a range of practical operating conditions. This 
result indicates the possible applicability of Klopfer's theory 
in the case of fluid density different in each fluid stream. 
However, in this case there is an effect of carryover additional 
to those discussed in section 2, that on the fluid stream 
thermal capacity rates, which is not considered by Klopfer. 

5.2 Effect of Carryover on Fluid Stream Capacity 
Rates. It is apparent from Fig. 1, that a fluid stream in its 
passage through the matrix progressively loses fluid by 
carryover to the other stream and gains fluid by carryover 
from the other stream. The volume flow rate of loss is equal 
to that of gain, since the matrix passages may be considered 
invariant in volume. Hence, for fluid density and specific heat 
the same in each fluid stream, the thermal capacity rates of 
the fluid streams are unaffected by carryover. 

For different fluid density or specific heat in each stream, 
the capacity rates of loss and gain are unequal, and the 
capacity rate of one fluid stream will increase as it passes 
through the matrix, while that of the other stream will 
decrease. With carryover represented by cross bypass flows 
into matrix outlets, the change in each fluid stream capacity 
rate occurs at inlet, Fig. 2. With this representation, the 
capacity rates CA and CB of fluid streams A and B are 
modified by consideration of carryover to rates CAa and CBa 

given by 

CAa = CA(l-KA) and CBa = CB(l-KB) (8) 

The carryover ratios KA and KB of the fluid streams are related 
as a result of the equality of carryover volume flow rates, 
from which 

KBCB/KA CA =cfBpfB/cfApfA =r (9) 

where pj and Cj denote fluid density and specific heat, 
respectively, and r is the thermal capacity ratio of the fluid 
streams. 

Considering fluid stream A to have the minimum thermal 
capacity rate, CA = Cmin [5], and the maximum thermal 
capacity, r < 1, in accord with Klopfer [2, 5], the regenerator 
parameters when modified by consideration of carryover may 
be derived using equations (8) and (9) to be 

Ct = CAa/CBa = C*{\-KA)/{\-rCKA) (10) 

C*ra = C*r/(\-KA) (11) 

Nla,oa=Nlai0/{\-KA) (12) 

Since r and C* are less than unity, the effect of this 

modification of parameters will be to increase regenerator 
effectiveness, that is, to give e„m > e„,. 

Klopfer's theory [2, 5] gives the decrease in regenerator 
effectiveness resulting from the separation and mixing of the 
cross bypass flows representing carryover. The result is given 
for 

C/A '— C/B a n d gas streams, so that 
r=\/P*T* (13) 

where P* = PA/PB and 7* = TB/TA are the ratios of 
pressure and absolute temperature, respectively, of the fluid 
streams at inlet, with stream A being the cold stream. The 
result [5, equation (176)] may be expressed in the form 

(e„,a -ea)/KA = (Y-W- ema )/(1-KAY) (14) 

with 

Y=[T*-(\/P*)]/{T*-\) (15) 

T* > 1, and in gas turbine regenerators, to which Klopfer's 
theory is directed, P* > 1 so that Y > 1 and e„,„ > e„, since 
KA < < 1. However, this decrease in regenerator effectiveness 
due to carryover acting as bypass flows should be combined 
with the increase due to reduced fluid stream capacity rates 
discussed above in determining the effect of carryover. This 
effect is now shown to be an increase in effectiveness for a 
typical operating condition. 

The data of the numerical example by Klopfer [5, Fig. 20], 
C* = 200 KA , P* = 4 and T* = 2, are used together with the 
parameter values 

C = l,C,*=10andJVtUiO = 5. 

Hence, KA = 5 percent and the values of the parameters, when 
modified by consideration of carryover are, from equations 
(10) to (13), 

C* = 0.956, C% = 10.53 and Aflu>oa = 5.26 

The computer program of Maclaine-cross [9] for regenerator 
effectiveness neglecting carryover with these parameter values 
gives 

e,„ =0.832 and tma =0.854 so that ema -e,„ =0.022 

For the above data and parameter values, Klopfer's theory 
gives, from equations (14) and (15), 

e,™-eo=0.006 

It follows that the change in regenerator effectiveness due to 
carryover is predicted to be 

ea-e„,= 0.016 

which is seen to be a significant increase. 
Klopfer [2, 5] presents the effect of carryover on 

regenerator effectiveness as ema — ea, a decrease equal to 
0.006 in the example given in the previous paragraph. The 
actual effect of carryover predicted by his model is e„ — e,„, 
an increase equal to 0.016 in the example given. Therefore, 
the indication by Klopfer [5, Fig. 20] that the effect of 
carryover is to reduce regenerator effectiveness and be 
negligible for C* < 10 is misleading. 

6 Effect of Header Volumes 

In some regenerator designs, particularly those of fixed-
matrix type, the matrix fluid flow passages are switched 
between the fluid streams in groups, so that header volumes 
exist between seals and matrix faces. On switching, the fluid 
in each such volume is trapped and mixes with the fluid 
stream that subsequently passes through the volume. Thus, 
the header volumes provide cross bypass flows in both 
directions at a matrix face [3]. 

Klopfer treats these bypass flows as a contribution to 
carryover, by adding header volume to matrix passage volume 
in determining carryover flow rate [5, equation (174)]. Since 
carryover is treated as cross bypass flows into matrix outlets, 
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the opposite bypass flows at each matrix face due to header 
volumes are neglected. The resulting error for a balanced 
regenerator with equal header volumes and fluid thermal 
capacity the same in each stream is shown by comparing Figs. 
6 and 8 in [3] and seem to be negligible for the practical case 
of /J small and e,„ near unity. The error becomes negligible in 
this range of operation because the effects of the neglected 
bypass flows, shown in Figs. 4 and 5 of [3], cancel in this 
range. For fluid thermal capacity different in each fluid 
stream, the neglected bypass flows differ for equal header 
volumes and cancellation will not occur. Therefore, in 
general, an analysis like that in [3] is required to predict the 
effect of header volumes. 

7 Conclusions 

The representation of regenerator fluid carryover by cross 
bypass flows into matrix outlets has been seen not to model 
the actual processes occurring, but to provide an approximate 
method for predicting the effect on regenerator effectiveness 
of the fluid contained in the matrix, which is useful when 
results from numerical solution of the governing equations 
are not available. 

For a symmetric balanced counterflow regenerator with 
fluid thermal capacity the same in each fluid stream, the 
representation of carryover by such cross bypass flows with 
equal flow rate has been shown to be accurate in the limit of 
no heat transfer, e,„ = 0, and for the practical operating 
conditions, e,„ > 0.7 and C* = 2. However, for other 
operating conditions, the equivalent bypass flows need to 
differ in flow rate from the carryover. 

These conclusions indicate the possible applicability of the 
theory of Klopfer [2, 5] that represents carryover by such 
cross bypass flows in the case of different fluid thermal 
capacity in each fluid stream, for which results from 
numerical solution are not known to be available. However, 
the indication by Klopfer that the effect of carryover in this 
case is to reduce regenerator effectiveness and be negligible 

for C* < 10 is shown to be misleading, because a component 
of the effect predicted by his model is omitted. Also, the 
inclusion by Klopfer of header volumes in his model is shown 
to be approximate, particularly in this case. 
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An Investigation of Steady Wall-
Ceiling and Partial Enclosure Fires 
A numerical model has been developed to: (a) study the buoyancy-driven com
busting flows of partial enclosure fires and (b) to help assess the fire hazards of 
different burning materials. The calculations provide the flow patterns and 
distributions of velocity, temperature, species concentration, and flame location in 
the flow. The model assumes steady laminar flow and makes use of the flame sheet 
approximation to describe the gas-phase chemical reaction. In corresponding ex
periments, photographic determinations of flame location were made. Two dif
ferent cases were studied: (/) afire occurring in a wall-ceiling configuration with 
variable pyrolyzing length (of PMMA material); and (ii) a partial enclosure fire 
with variable soffit and pyrolyzing lengths (the latter of PMMA or POM 
materials). Good agreement was obtained between measurements and calculations 
of the flame location for the first case. However, a significant discrepancy was 
found for the second case and is attributed to the neglect of turbulence and 
radiation transport in the model. Notwithstanding these limitations, it is found that 
a simple laminar flow model provides a correct qualitative description of the 
evolution of partial enclosure fires. For example, stratified (layered) motions, 
recirculation zones and the so-called "firewind" are correctly predicted as a func
tion of pyrolysis and soffit lengths. The present approach, of incorporating 
physico-chemical parameters and boundary conditions of practical systems into a 
numerical model for assessing fire hazards, is very attractive due to its relative ease 
of execution. The accuracy of the numerical prediction approach can be improved 
by including radiation and turbulent transport. 

1 Introduction 
The development of fires and the assessment of fire hazards 

in partial enclosures are important problems in fire research. 
The study of fire behavior provides useful information for the 
design of transportation vehicles and buildings, the im
plementation of improved flammability tests of new 
materials, and for fire prevention. Mathematical models of 
fires in enclosures can provide an effective supplement to 
large-scale fire testing. The growing interest in mathematical 
models for assessing potential fire hazards is reflected in 
excellent surveys on the topic by Emmons [1,2], Kawagoe [3], 
Thomas [4], Friedman [5], and Hathaway [6]. 

There are at least two different approaches to the 
mathematical modeling of the behavior of an enclosure fire: 
zone (control-volume) models, and field (partial differential 
equation) models. The zone model divides a compartment 
into control volumes of different but uniform properties 
which are interrelated by means of heat and mass fluxes 
across their respective boundaries. While this approach 
provides relative computational simplicity, it requires fairly 
arbitrary assumptions for specifying the heat and mass 
generation rates, the behavior of each zone, and the exchanges 
between zones. Notable examples of this type of 
mathematical modeling are the works of Reeves and 
MacArthur [7], Quintiere et al. [8, 9], Tanaka [10, 11], 
Emmons et al. [12, 13], Zukoski and Kubota [14], and Pape 
and Waterman [15,16], 

To date, the field model approach has received con
siderably less attention. This is probably due to the lack of a 
full understanding of turbulent combustion combined with 
the need for large computer storage and time requirements for 
performing calculations. The mathematical analysis actually 
solves, by numerical methods, the partial differential con
servation equations that describe the gas and solid phase 
behavior during the development of a fire. In principle, this 
approach can provide an accurate and detailed description of 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division October 8, 
1982, 

the velocity, temperature, and species concentration 
distributions in an enclosure. Among the few studies using 
field model approaches are the works of Ku et al. [17], 
Hasemi [18], Matsushima and Yoshimura [19], and.Baum et 
al. [20, 21], All these analyses consider a nonreacting gaseous 
flow. The actual combustion process in an enclosure con
figuration is simulated in the models by specifying spacially 
distributed heat sources from which are calculated the 
detailed time-dependent velocity and temperature fields. 

The present work uses the field model approach to predict 
the behavior of a fully developed fire in a partial enclosure. 
By fully developed fire, we mean that the fire and its 
associated flow have reached a steady state governed by the 
appropriate boundary conditions. In some respects, the model 
is similar to that of Ku et al. [17], but the present analysis 
considers the actual burning of a fuel surface as the source of 
the fire and, therefore, does not require making arbitrary 
assumptions concerning the nature of the fire. For purposes 
of simplifying the calculations, and as a first step towards a 
more accurate prediction of large compartment fires, it is 
assumed here that the flow is laminar, two-dimensional and 
that the chemical reaction rate is infinitely fast. Radiation 
from the flame and the enclosure walls is neglected. 
Therefore, the model is only applicable to small-scale fires 
and for conditions removed from extinction. 

In parallel with the numerical model development, ex
periments were performed to measure flame location in two 
basic fire configurations. Comparisons between measured 
and predicted flame locations show very encouraging 
agreement. 

2 Experiment 
Experimental measurements of the flame location were 

performed for two different small-scale configurations. These 
correspond respectively to: (/) a wall-ceiling fire and (ii) a 
partial enclosure or compartment fire. Schematic diagrams of 
these configurations are respectively given in Figs. 1(a) and 
1(b). The floor, vertical wall, and ceiling were constructed of 
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Marinite 2.54-cm thick, 16-cm deep, and with cross-sectional 
lengths as indicated in the figures. Pyrex windows were in
stalled on both sides of the test section to permit optical access 
to the interior of the enclosure while containing the flow. The 
combustible material consisted of a slab of Poly
methylmethacrylate (PMMA) 1.27-cm thick and 15-cm deep 
embedded in the Marinite. The PMMA slab was positoned on 
the vertical wall with its lower edge 18 cm from the ceiling and 
protruding slightly from the Marinite surface to compensate 
for the regression of the fuel surface while it attained steady 
burning state. The height, XP, of the PMMA was a variable in 
order to investigate the dependence of the flame location on 
the length of the pyrolyzing material. 

In the wall-ceiling configuration the vertical Marinite wall 
was extended 0.2 m past the PMMA sample, to allow for the 
smooth entrainment of air from below. An insulated wall 
placed at the outer edge of the ceiling was used to guide the 
combustion products up and way from the burning zone. In 
the partial enclosure configuration, the floor was extended 
horizontally outwards from the compartment opening. The 
soffit, made of cement-asbestos material 0.3-cm thick, ex
tended vertically upwards a distance of 10-cm from the ceiling 
edge. These dimensional characteristics were chosen since 
they are particularly convenient for experimentation and 
relatively simple to model numerically. 

Flame location measurements were made in the wall-ceiling 
configuration for pyrolyzing lengths varying from XP = 1-cm 
to XP = 38-cm. This last case corresponds to burning of both 
the vertical and ceilng surfaces. For the compartment fire, 
tests were made with a single pyrolyzing length of 7-cm and a 
soffit 10-cm high. The PMMA samples were ignited as 
uniformly and quickly as possible with a propane torch. 
Frontal visualization of the developing flame envelope, and of 
convected soot particles, revealed a flow of predominantly 
two-dimensional spanwise characteristics in the center 2/3 of 
the test section. 

The fuel burning process was presumed to have reached 

steady state when visual observations confirmed an un
changed mean flame location with time. At this point, be
tween 10 to 20 photographs were taken at intervals of 2 s to 
determine the mean flame shape from its luminous boundary. 
Variations in flame location were also obtained from the 
photographs and are shown as tolerance bars on the profiles 
to be discussed in section 4. In the experiments, ASA 400 
Kodak Tri-X film and a Nikon FM camera were used. The 
shutter speed was set to 1/30 s for an f/4 aperture setting. 
Photographs were taken of the flame against a black 
background in a darkened room. While the photographic 
technique only allows an estimate of the true flame location, 
the results obtained were considered to be sufficiently ac
curate for the purpose of this study. Since photography 
records information from the luminous regions of the 
reaction zone, it is expected that the present results indicate 
flames that are shorter and closer to the fuel surface than in 
reality. 

For both configurations, particularly at the ceiling surface, 
it was observed that the luminous boundary fluctuated 
randomly due to combined turbulent and buoyant effects. In 
addition, nonturbulent, low-frequency oscillations driven by 
gravitational effects may have been present in the com
partment configuration because of the possibility of both 
stably and unstably stratified gases trapped by the soffit at the 
top of the compartment. The unstable condition arises when 
the ceiling is cooler than the combusting mixture. The ex
perimental results are discussed together with the calculations 
in section 4. 

3 Model Formulation 

The analysis consider the steady burning of a combustible 
surface that forms part of the walls of the partial enclosures 
shown in Figs. 1(a) and 1(b), respectively. The rest of the 
enclosure surfaces are prescribed as noncombustible and 
nonconducting. Because of the present unavailability of a 
model capable of simulating accurately the buoyancy-affected 

N o m e n c l a t u r e 
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T = transport coefficient in 
difference equation, [kg m - 1 
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A = thermal conductivity of the 
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H = dynamic viscosity, [kg s"1 
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Subscripts 
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F = fuel 
/ = species 
I = inert 

O = oxidant 
P = product 
R = reference conditions 
W = wall conditions 
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Fig. 1 Schematic diagram of fire configuration showing dimensions 
and boundary conditions: (a) wall-ceiling; (b) partial enclosure or 
compartment 

turbulent diffusion processes arising in the configurations of 
interest, emphasis has been placed here on deriving useful 
numerical results for the laminar regime. Thus, for the steady, 
two-dimensional, laminar, nonradiative, buoyant flow of a 
combusting perfect gas mixture, the transport equations 
describing the idealized problem are as given by, for example, 
Pagni [22] 

continuity V«(pu) = 0 (1) 

momentum pu« V u = - V ( P - P 0 O ) + g ( p - p „ ) + V - ( ^ V u ) 

/ X \ ( 2 ) 

energy pw Wh= V- ( — - Vh) + q'" (3) 

species pw • V Y,• = V • (/>£> V Y,-) + m,'" (4) 

In equation (4) the subscript, /, stands for: fuel {F), oxidant 
(O), product (P) and inert (J). By assuming that a one-step 
chemical reaction takes place, it follows 

v'FF+v60~v£P( + Q) (5) 

This relation provides the following equality between mass 
consumption and heat generation 

-mf 
(6) 

v'FMF v'DM0 Q 

The equation of state for the gas phase is 

P=pRT (7) 

The above seven equations are the governing equations for the 
system. 

Boundary conditions are needed to complete the 
specification of the model. At the pyrolyzing surface, energy 
and species conservation are given by 

m"L, 
\ dy ) w 

ipV) w= (PV)W YFw~ ( p S D ^ p ) 

(PV)wYiw=^d^y 

(8) 

(9) 

(10) 

Also required are: the constant and known pyrolysis tem
perature of the fuel (T) „ = Tv; the no-slip condition (U) „ = 
0 for velocity; and mass conservation m" = (pV)w. The 
noncombustible surfaces are considered to be adiabatic to the 
transport of mass and heat, i.e., U = 0, V = 0, bYJM = 0, 
dT/dn = 0. 

The source terms q'" and m{" can be eliminated from the 
energy equation (3) and the species equation (4) by defining 
the following Shvab-Zeldovich functions 

h 

Q v'0M0 

Equations (3) and (4) then reduce to 

v'FMF v'nMn 

p u . v / = v ( — v/) 

(11) 

(12) 

where / is the normalized Shvab-Zeldovich function defined 
as 

bT-bTaa bs-bsa> / - - (13) 
'Tw ' 

The boundary conditions for equation (13) becomes/ = 1 at 
the pyrolyzing fuel surface, df/dn = 0 at the noncombustible 
surfaces a n d / = 0 at the ambient surroundings. The variable 
/ i s a conserved scalar quantity in the flow field. 

Far-field boundary conditions for the velocity components 
and for/were imposed by setting 

d(U,V,f) 
dn 

= 0 (14) 

along imaginary surfaces enclosing the calculation domains as 
shown in Figs. 1 (a) and 1(b). The use of this type of boundary 
condition for velocity in the cavity configuration has been 
discussed by LeQuere et al. [23] and compares favorably with 
a more rigorous boundary condition specification investigated 
by them. However, these authors also found, and subsequent 
experiments by Humphrey et al. [24] have verified, that the 
flow inside a strongly heated cavity is determined principally 
by local heat transfer events and is fairly insensitive to per
turbations in the far-field boundary values of the velocity 
components. 

Under the flame sheet approximation, both the fuel vapor 
and the oxidizer vanish at the flame. Thus, the value o f / a t 
the flame location becomes / / , = rl (1 + r) where r is the 
mass consumption number [22], r = Y0„v'FMF/ 
(YFWv'0M0). The value o f / = /// indicates the position of 
the flame in the flow field. 

The set of partial differential equations (1), (2), and (12) 
with their boundary conditions was solved numerically using 
the REBUFFS code described by LeQuere et al. [23]. This 
numerical scheme solves time dependent variable property 
laminar flows without invoking the Boussinesq ap
proximation. High frequency pressure oscillations are not 
resolved due to the neglect of spacial variations of pressure 
and of dissipation in the energy equation. This was not a 
limitation for the present study. 

In this work, the REBUFFS code was adapted and extended 
to consider the existence of a pyrolyzing surface and of a gas 
phase reaction. Because details relating to the formulation of 
the finite difference equations and to features of the 
numerical algorithm are provided in [23], only a brief sum
mary is given here. Computations are carried out on a 
staggered nonuniform grid. Once the coefficients for the 
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Fig. 2 Comparison of predicted and measured [27] local heat transfer 
coefficients along: (a) inner vertical wall; (b) ceiling 

finite difference equations have been evaluated for each cell in 
the calculation domain, a line-by-line procedure using the tri-
diagonal matrix algorithm solves iteratively for U,V,P, and 
/ . The pressure is calculated by means of the SIMPLE 
algorithm [23] by solving a Poisson-type equation for 
pressure. At every iteration, the coefficients at each node in 
the grid and the physical properties are updated, the residual 
sources (denoting imbalances) of the dependent variables are 
checked, and iteration is continued until a predetermined 
convergence criterion is met. The blowing velocity along the 
pyrolyzing surface is guessed initially. It is checked every 
iteration and recomputed from the surface energy balance 
given by equation (8), until the relative change in its value 
between consecutive iterations is less than 10 ~4. Because the 
Boussinesq approximation is not used in the analysis, the 
viscosity of the mixture is calculated from a formula 
suggested by Reichenberg [25] based on the value for nitrogen 
at a reference temperature TR = (Tfi + T„)/2. Other 
properties of the mixture are obtained by fixing the Prandtl 
number to Pr = 0.7 and the specific heat to CP = 1.25 
KJ/kg-K. The data used for PMMA in the computations 
were: T, = 663 K, L„ = 1.59 x 103 kJ/Kg, B = \.1,DC = 
6.45 and r = 0.22 [22]. 

The present calculations were performed using the 
HYBRID differencing scheme. This scheme combines the 
stability of upwind differencing (for a cell Peclet number 
larger than 2) with the accuracy of central differencing (for a 
cell Peclet number less than 2). Central differencing is used 
for all diffusion terms. While, globally, the scheme is only 
first-order accurate, it is robust and has been used successfully 
to predict high-temperature, buoyancy-driven flows in partial 
enclosures [23, 26]. Calculations on several grids were per
formed to establish the level of refinement required for 
essentially grid-independent results. These were found to 
correspond to (x, y) grids of (54, 41) nodes in Case 1, and (62, 
55) nodes in Case 2. The finer grid required by Case 2 was due 
to the more complex spacial variation of the flow, induced by 
the presence of a soffit. All of the calcuations were performed 
on the CDC 7600 machine at the Lawrence Berkeley 
Laboratory. Typical calculation time and storage 
requirements for Case 2 using a (62, 55) grid were 700 CPU s 

O SERNAS EXPERIMENT 
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Fig. 3 Comparison of predicted and measured [27] velocity profiles 
along: (a) inner vertical wall; (b) ceiling 

and 149 k8 words, respectively. About 400 iterations, with an 
average of three sweeps per calculated variable, were required 
to meet the convergence criterion; this was that the largest of 
the normalized residual sources for momentum, energy, or 
mass should be less than 10 ~3. 

Among the early tests perfomed with the calculation 
procedure was the establishment of appropriate locations for 
the far-field boundaries (the imaginary planes). Numerical 
experimentation showed that the partial enclosure flow 
characteristics were fairly insensitive to the position of the 
far-field boundaries as long as they were located ap
proximately two ceiling widths away from the configuration 
openings. 

Prior to performing the calculations of interest, the 
numerical scheme was tested with respect to the experimental 
study of Sernas and Kyriakides [27]. These authors measured 
the steady flow and heat transfer characteristics in a two-
dimensional cavity in which the bottom wall was kept at 
ambient temperature (T^, - 296 K) with the back wall and 
ceiling maintained at TH — 350 K. The Grashof number in 
their experiment was Gr = 107 based on a film temperature 
for air of 7} = 323 K. Figures 2 and 3 show comparisons 
between measured and predicted profiles of the heat transfer 
coefficient and of the velocity components at various 
positions in the cavity. In general, the agreement between 
measurements and calculations is very good. The 
discrepancies observed in Fig. 3(b) are partly due to 
unquantified errors present in the horizontal velocity com
ponent measurements [28], and to the coarseness of the grid 
used within the cavity for these predictions (23, 23). However, 
the good agreement found for the vertical component of 
velocity suggests that the experimental error may have been 
principally responsible for the discrepancies shown in Fig. 
3(b). Further grid refinement was deemed to be unnecessary 
for concluding that the numerical scheme had been adequately 
and successfully tested, for nonisothermal flow, especially 
with respect to a suitable implementation of the far field 
boundary conditions. Predictions of constant temperature 
contours and of the vector velocity field for this test case (not 
shown here) revealed a marked qualitative resemblance with 
the wall-ceiling burning configuration subsequently predicted. 

4 Results and Discussion 
The numerical procedure, extended as discussed above, was 

224/Vol. 106, FEBRUARY 1984 Transactions of the ASME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



CEILING (cm) 

5 1.0 15 20 
CEILING (m) 

0 0 5 0.10 0.15 

- iJ-A I I 1 I I 1 I I I LL J_L 

?--°-B—" 
pVe"-^ ^ s? 

Xp(cm) G r x p
x l ° EXPERIMENT PREDICTION 

I 0.02 
3 0.64 
5 2.96 
7 8.13 

38* 138.00 

* Both verticol woll and ceiling are burning, 

v 
Fig. 4 Comparison between measured and computed flame locations 
for the vertical wall-ceiling configuration 

applied to the calculation of the velocity and normalized 
Shvab-Zeldovich function distributions for PMMA burning 
surfaces with different lengths arranged in a vertical wall-
ceiling configuration and in a compartment configuration. 
For the latter configuration a POM burning surface was also 
investigated. A discussion of the numerical predictions and of 
their comparisons with the experimental measurements 
follows below. 

4.1 Wall-Ceiling Fire Results. Figure 4 shows a comparison 
between measured and computed flame locations in the case 
of vertical wall-ceiling configurations with different 
pyrolyzing lengths. In general, the agreement is quite good, 
although the laminar model tends to overpredict the length of 
the flame. That the length of the flame increases with 
pyrolyzing length, XP, should be expected from the results of 
[22]. For XP ~ 3 cm, the flame tip reaches the ceiling. For 
longer pyrolysis lengths the flame partially covers the ceiling, 
attaining its maximum forward distance displaced from the 
ceiling surface. THis is contrast with the case where the flame 
is adjacent and limited to the vertical surface, for which the 
flame tip is located at the wall. The reason for the flame 
overshoot in the ceiling region appears to be related to the 
existence of a recirculation region at the wall-ceiling corner 
(Figs. 5(a) and 5(b)) that removes fuel vapor from the ceiling 
surface. This fuel vapor is returned to the main flow stream, 
giving rise to a concentration distribution with the maximum 
displaced from the ceiling surface and of the same shape as 
the horizontal velocity profile. Whereas wall-quenching of the 
combustion process would also work to displace the flame tip 
from the ceiling, such an effect cannot be predicted by the 
present model. 

In order to display more clearly the calculated flame 
structure and its associated flow patterns, a typical steady 
velocity field and constant / profiles for a fixed pyrolyzing 
length of 7 cm are shown in Figs. 5(a) and 5(b), respectively. 
For XP > cm, a corner recirculation zone was experimentally 
confirmed by the presence of heavy soot deposition on the 
Pyrex walls and the fact that the fuel, for this configuration, 
did not pyrolyze in the top corner region. The recirculation 
zone was about 1-cm long along the ceiling and about 3-cm 
long along the vertical wall. The predictions show that after 
the flow impinges on and is deflected by the ceiling, it turns 
into a strong ceiling jet. Although the flow in the center region 
of the wall-ceiling configuration is essentially stagnant, air is 
actually being entrained through the bottom free-stream 
boundary. The predicted blowing velocity decreases weakly 

_ (nv%ec) 

Fig. 5 Vertical wall-ceiing predictions for a PMMA fire with a 
pyrolyzing length of 7 cm: (a) vector velocity field; (b) constant f profiles 
and flame location 

along the length of the pyrolyzing surface. This is in 
agreement with theoretical predictions of burning rates in 
laminar boundary layer flows [22]. The appearance in Fig. 
5(a) of finite nonzero velocity components on the far-field 
boundaries is due to having used a residual convergence 
criterion of 10~3 as opposed to a smaller number. Relative to 
the magnitude of the buoyancy-driven flow, it is clear that the 
free boundary values are negligibly small. 

In Fig. 5(b) the hatched profile indicates the predicted 
flame location. Under the flame sheet approximation, the 
variable/(equation (13)) is proportional to the temperature or 
the fuel concentration in the region between the surface and 
the flame. Therefore, /-contour lines in this region can be 
viewed either as isotherms or as lines of constant fuel con
centration. Between the flame location and ambient, the /-
contour lines represent constant concentration oxygen 
profiles. The distribution of excess fuel vapor convected away 
from the pyrolyzing region can be found from the/profiles. 
The shapes of the constant/profiles show clearly the effect of 
the recirculating flow in the corner region of this con
figuration. 

In general, the laminar flow model adequately predicts the 
flame shape of the wall-ceiling configuration at least for the 
present small-scale experiment. This success may be partly 
due to the lack of a pronounced turbulence activity, a fact 
supported by the experiments conducted for this case. For 
large-scale fires, it is expected that turbulence and radiation 
will be more important [29], thus reducing the predicting 
capabilities of the present model. 

4.2 Small-Scale Partial Enclosure Fire. In this section, 
three sets of computations were carried out for: (i) com
parison with measurements of the flame location and 
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recirculation zone; (if) checking the influence of pyrolyzing 
and soffit lengths on the flame structure; (Hi) estimating 
potential fire hazards with different burning materials. Figure 
6 provides a comparison between measurements and 
calculations of flame location in a partial enclosure with a 
pyrolyzing length of XP = 7 cm and a soffit length of Xs = 
10 cm. The blank squares drawn in the figure show the 
measured flame location. The bars on these points denote the 
range of possible positions of the flame front as it oscillated in 
the vertical direction. The dark squares indicate ex
perimentally determined approximate boundaries (dividing 
streamlines) separating the corner recirculation zones from 
the rest of the flow in the compartment. The solid line is the 
calculated flame position. The calculation overestimates the 
flame length as well as the flame location by a factor of 1.5 to 
2. The flame is predicted to extend outside the compartment. 
However, in the experiment the flame was observed to reach 
just to the bottom edge of the soffit. The computed velocity 
field and constant / profiles for this case are shown in Figs. 
7(a) and 1(b). The velocity field shows a layer of inflow and 
another of outflow at the enclosure aperture plane. However, 
in the interior of the enclosure a four-layer structure of 
alternating flow directions is observed of which the two 
central layers are very weak. These results are similar to those 
reported in the work of Ku et al. [17]. It is shown below that 
the strength and sense of flow in the stratified layers depend 
on the lengths of the pyrolyzing surface and soffit and on the 
burning material properties. The unsteadiness observed in the 
experiments was probably due to the tendency to stable 
stratification of hot gases in the compartment. Two recir
culation zones were predicted at the compartment top corners. 
Their size and shape were consistent with the corresponding 
regions visualized in the experiments. In Fig. 1(b), the flame 
has moved farther away from the ceiling relative to the case 
shown in Fig. 5(b), due to the substantial change in flow 
structure induced by the soffit. The burning rate is also 
smaller, because the heat flux from the flame to the com
partment surfaces is less in the partial enclosure fire. 

The discrepancies between measurements and predictions 
of the foregoing case (Fig. 6) are attributed primarily to 
buoyancy affected turbulent diffusion and radiation feedback 
from the compartment walls, which were not modeled. 
Turbulent mixing will cause the flame to become shorter and 
will move its location closer to the ceiling. In contrast, for the 
vertical wall-ceiling case the absence of a soffit precludes 
stratification of the flow and of associated low-frequency 
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Fig. 7 Partial enclosure predictions for a PMMA fire with a pyrolyzing 
length of 7 cm and a soffit length of 10 cm: (a) vector velocity field; (b) 
constant f profiles and flame location 

internal waves, which helps stabilize the flame on the ceiling. 
Radiation transport between walls is small due to the large 
opening in this configuration. Furthermore, for the wall-
ceiling fire there is an ample supply of air which results in a 
more complete combustion and less soot formation in the 
vicinity of the flame. 

The influence of turbulence in the compartment fire was 
demonstrated qualitatively by increasing by a factor of 100 
the transport property T = \/CP = pS) for species and heat 
in the near-wall flow region, along the periphery of the 
vertical wall-ceiling-soffit. The choice of enhancing diffusion 
in the peripheral wall-region only was not arbitrary, it 
recognizes the importance of wall-induced turbulence in 
confined flows. As shown in Fig. 6, the flame becomes 
considerably shorter and moves closer to the ceiling as a 
consequence of the enhanced diffusion. 

To analyze the effect of pyrolysis length on the flow 
structure and flame location in a compartment, the case of a 
pyrolysis length of XP = 13 cm and a soffit length of Xs = 10 
cm was calculated for comparison with the previous case. 
From the predicted velocity field presented in Fig. 8(a), it is 
seen that the flow structure is different from that of Fig. 7(a). 
In this case, the velocity field exhibits only a two layer 
structure but the recirculating corner flow has been 
strengthened substantially and enlarged. It is observed that 
part of the pyrolyzing region is covered by the recirculating 
flow. The predicted blowing velocity decreases along the 
vertical wall, reaching a minimum value, and subsequently 
increases at the top end of the pyrolyzing region. The 
variation is explained by the return of hot gas, trapped in the 
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Fig. 8 Partial enclosure predictions for a PMMA fire with a pyrolyzing 
length of 13 cm and a soffit length of 10 cm: (a) vector velocity field; (b) 
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recirculating corner flow, along the side wall of the com
partment. The minimum blowing velocity occurred at the 
position on the side wall where the upward flow collides with 
the downward recirculating flow. At this position the flame is 
observed to have a rather large turning angle. Figure 8(b) 
shows the constant/profiles. A large amount of fuel vapor 
has gathered beneath the ceiling and the flame location is 
displaced closer to the floor. This has the effect of reducing 
the amount of fresh air entering the compartment. Further 
increases in the length of burning material should eventually 
choke the fire, leading to a situation of fuel rich vapor 
trapped in the partial enclosure. As discussed below, this 
situation is altered simply by reducing the length of the soffit. 

To study the effect of soffit length on the fire behavior, a 
case with a pyrolysis length of 13 cm and a soffit length of 3 
cm was calculated for comparison with the case presented in 
Fig. 8. The results obtained (not shown here but available in 
[30]) show that a short soffit results in a velocity field with a 
three-layer structure; two layers of outflow near the floor and 
ceiling, respectively, and one of inflow in the middle. The 
weak floor-jet appears to be the result of the strong "fire 
wind" [17] predicted for this case. The inward motion of the 
middle layer of air, which is finally entrained by the vertical 
flame, pushes part of the air toward the floor, thus inducing a 
recirculation region that drives the bottom outflow layer. The 
upper corner recirculation regions are very small in this case. 
A comparison between flame locations for these two cases 
showed that the flame is much higher and removed from the 
floor in the case of the shorter soffit. 

To investigate the connection between the properties of the 
fuel and the dynamic behavior of flames in partial enclosure 

FLOOR 
Xn= 7cm, X„= 10cm 

(b) 

Fig. 9 Partial enclosure predictions for a POM fire with a pyrolyzing 
length of 7 cm and a soffit length of 10 cm: (a) vector velocity field; (b) 
constant f profiles and flame location 

fires, calculations were made using Polyoxymethylene (POM) 
as the combustible material. The predictions were performed 
for the same conditions as those calculated in Figs. 1(a) and 
1(b) for PMMA. The data for POM used in the calculation 
are: T„ = 585 K, Lu = 2.43 x 103 KJ/kg, B = 1.22, Dc = 
9.0 and r = 0.48 [22]. The velocity field for a POM com
partment fire with a pyrolysis length of 7 cm and a soffit 
length of 10 cm is shown in Fig. 9(a). While the flow structure 
is quite similar between the PMMA fire and the POM fire, a 
comparison with Fig. 7(a) shows that the two vortices in the 
center region of the compartment are stronger in the case of 
the POM fire. These vortices tend to keep the gaseous flow 
closer to the solid surfaces and to reduce the amount of gases 
escaping through the compartment opening. Constant / 
contours for the POM fire are shown in Fig. 9(b). The hatched 
profile delineates the location of the flame. It is seen that in 
this case the flame is rolled backward by the top vortex, is 
closer to the compartment ceiling, and does not emerge 
through the compartment opening as was predicted for the 
PMMA fire. From the fire safety standpoint, this suggests 
that a POM fire is less dangerous than a PMMA fire for the 
configuration tested. 

The prediction that the POM flame size is smaller and the 
fire less hazardous is in agreement with the calculations of 
Pagni [22] for flame heights on vertical walls. In that work, it 
was concluded that the parameter, r, was critical in deter
mining the flame height and consequently the potential 
hazard of the fire; small r implies large hazard. PMMA has a 
smaller r than POM, and as predicted here, appears to be a 
more hazardous material than POM. 

Velocity profiles at the enclosure aperture have been plotted 
in [30] for all the cases reported above. A comparison among 
the velocity profiles showed that, contrary to what might be 
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expected, for equal soffit length the inward flow rate to the 
enclosure is smaller for the case of longer pyrolysis length. 
This is primarily because a larger recirculation zone arises for 
the case with longer pyrolysis length, resulting in a shorter 
flame and, consequently, in smaller amounts of fuel and 
oxidizer consumed. Inspection of the profiles showed that the 
soffit length is a determining factor for the existence of two or 
three flow layers at the enclosure opening. Increasing the 
length of the soffit reduced the number of aperture plane flow 
layers. It was also found that, in spite of POM having a larger 
stoichiometric ratio than PMMA, the incoming air flow rate 
was larger for the POM case than for the corresponding 
PMMA case. This is the result of the longer flame length 
predicted for the POM case (Fig. 9). The lower average 
temperature of the exhaust gases for POM explains the 
smaller outgoing volumetric flow rate observed for this case 
in comparison with the PMMA case. Checks for the balance 
of mass at the aperature plane showed that it was within 1 
percent for all calculated cases. 

5 Conclusions 
The numerical model proposed provides a basis for 

describing the steady burning of surfaces in small-scale partial 
enclosure fires. In principle, the possibility of changing 
physico-chemical parameters and of including different and 
relatively arbitrary boundary conditions make the numerical 
model a highly flexible tool for assessing the fire hazard 
potential of different combustible materials. The inclusion of 
time dependence and fully enclosed compartment boundary 
conditions constitute fairly straightforward modifications to 
the model. 

The numerical model has been successfully tested by 
reference to an experimentally documented nonisothermal 
flow of similar characteristics to the two configurations 
analyzed here. Laminar regime calculations of the steady 
burning of surfaces in a partial enclosure have yielded good 
predictions of flame location for the wall-ceiling fire and 
acceptable results for the partial enclosure fire. In practice, 
buoyancy affected turbulence and radiation transport are 
influential in determining the flame shape and flow structure. 
Neither of these two effects has been accounted for in the 
present calculations, leading to a predicted flame location for 
the compartment fire which is in error. Notwithstanding, 
significant physical insight has been gleaned from the present 
qualitative study of partial enclosure fires. The influence on 
fire behavior of pyrolyzing length, soffit length, and available 
ventilation areas have also been demonstrated. 

The informatin provided by this investigation, and similar 
time-dependent information which can readily be predicted 
with the numerical model, should be of value to designers 
concerned with the problem of potential fire hazards and fire 
spread in compartments. However, improved predictions will 
require the inclusion of radiation, turbulent transport and 
solid phase heat conduction. 
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Effect of Free-Stream Velocity 
Vector and Aspect Ratio on the 
Output of a Free-Standing Circular 
Disk Heat Flux Gage 
The effects of free-stream velocity, angle of attack, and aspect ratio on the output 
of a free-standing circular disk heat flux gage subjected to a combined radiative and 
convective heat flux are reported. The Reynolds number range investigated extends 
from 6000 to 25,000, while the gage angle of attack was varied from 0 to 90 deg. 
Results for three gage aspect ratios, 5.85, 8.77, and 11.76, are presented. The 
Nusselt number is used to represent the effects of convection on the gage output. 
The Nusselt number was found to increase with increasing Reynolds number and 
angles of attack. At an angle of attack of about 90 deg, however, a significant 
reduction in the Nusselt number was noted. A correlation relating the Nusselt 
number {based on the disk diameter) to the Reynolds number (based on the gage 
outside diameter) and the angle of attack is reported. This correlation represents 
the data to within ±5 percent. 

Introduction 

A circular thin-foil (Gardon) gage is often used to measure 
the total heat flux incident on a surface. These gages are 
simple to construct, relatively small, inexpensive, and 
characterized by short time constants. The incident or ab
sorbed heat flux is found to be directly proportional to the 
temperature difference between the center and the edge of the 
foil [1]. The linearity of the gage is due to the linear thermal 
conductivity of the constantan foil (disk). 

Heat flux gages are often exposed (sometimes inad
vertently) to convective and radiative environments. If only 
the radiative flux is desired, gages insensitive to convection 
should be used or corrections to the gage output for con
vection must be made. On the other hand, there are ap
plications that may require knowledge of the individual 
convective and radiative contributions to the total heat flux. 
Such applications include: (0 mapping of the radiative and 
convective heat fluxes over the inside liner of a rocket nozzle 
during ignition [2], (i7) measurement of the radiative and 
convective heat transfers to or from the interior surfaces of an 
open top atrium [3], and (Hi) measurement of the heat loss 
distribution at the opening of a cavity solar central receiver 
[4], In the first two examples, heat flux gages are normally 
built into the surfaces of interest and the combined heat flux 
measured. In the third example, however, a gage can be used 
as a free-standing probe to traverse the cavity opening. The 
use of a heat flux gage as a free-standing probe is addressed in 
the present study. 

In a combined convective and radiative environment when 
only the radiative component is of interest, a heat flux gage 
with a lens over the gage surface can be used. The radiation 
spectrum of the incident heat flux should be known a priori, 
however, so that a suitable lens, transparent to the incident 
radiation, can be chosen. For applications that require a 
knowledge of the individual heat flux components, a heat flux 
gage that measures the total heat flux, along with a 
radiometer to measure only radiation or an aspirated heat flux 
gage to measure only convection, can be used. The difference 
between the total heat flux and the radiative or convective 

contribution is the other component of the heat flux. Another 
approach for the accurate measurement of convection and 
radiation in a combined convective and radiative environment 
is to use a single heat flux gage to measure the total heat flux 
and reliable estimates of the convective heat transfer coef
ficients. 

The purpose of the present study is to investigate the effects 
of free-stream velocity (magnitude and direction) and gage 
aspect ratio on the output of a free-standing circular disk heat 
flux gage when it is subjected to a radiative and convective 
heat flux. The aspect ratio is defined as the outside gage 
diameter divided by the disk diameter. Convective heat 
transfer coefficients in terms of Nusselt numbers are 
presented for the calculation of the convective contribution or 
to make convection corrections when the total heat flux is 
measured. The heat flux gage and its relative angular 
positions are shown in Fig. 1. 

Experimental Procedure 

Apparatus. Four water-cooled (Thermogage Inc., Model 
1000-1) circular disk heat flux gages were tested in the present 
study. Their important dimensions are listed in Table 1. Four 
300-W tungsten filament projector lamps were used to 
provide the radiant heat flux, while the air flow source was a 
low-speed, 76.2-mm (3-in.)-dia nozzle assembly. The ex
perimental apparatus is shown in Fig. 2. The potential core, 
velocity uniform to within ± 1 percent extended about three 
nozzle diameters downstream of the nozzle exit. The tests 
were conducted about 38.1 mm (1.5 in.) from the nozzle exit. 
A potential core of about 50.8 mm (2 in.) in diameter was 
found at this location. Turbulence intensities at this location 
were less than 0.01 percent. The free-stream temperature was 
constant at about 20°C. 

The gages and the heat lamps were mounted on a horizontal 
rotary table with angular uncertainly of ± 0.10 deg. Since the 
gages and lamps were rotated as a unit, the radiative heat flux 
was independent of the gage angle of attack. The sensitivity 
coefficients of the gages, as checked in a vacuum chamber1, 
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The gages were placed in a Plint and Partners (Model TE 85) vacuum 
chamber and subjected to a known heat source. 
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Table 1 Circular disk heat flux gage characteristics

Gage
GageD. d. Disk dia thickness Aspect Sensitivity

mm(in.) mm(in.) mm(in.) ratio kW/m 2 /mV
-----

25.4(1.0) 4.34(0.171) 0.013(0.0005) 5.85 6.24
38.1(1.5) 4.34(0.171) 0.013(0.0005) 8.77 9.65
25.4(1.0) 2.16(0.085) 0.013(0.0005) 11.76 20.89
25.4(1.0) 4.34(0.171) 0.025(0.0010) 5.85 32.93

Fig. 1 Heat flux gage configuration, upper diagram; heat flux gage
orientation, lower diagram. The airflow is In the x·direction.

Copper Heat Sink

were within ± 3 percent of the values provided by the
manufacturer. Gage sensitivity values are listed in Table 1.
The heat lamps were placed above, below, to the left, and to
the right of the gages (see Fig. 2). Since the lamps were placed
outside the flow field, their outputs were unaffected by
velocity currents. The outputs of the lamps were maintained
constant by adjusting, when needed, the line voltage with a
powerstat. The radiant heat flux over each gage surface, as
measured with a thermocouple probe2 , was uniform to within
± 3 percent. Cooling water was circulated around the disk
edges at a relatively high flow rate of about 190 cm 3/s (3
gpm). The edge temperature of the disk was thus measured by
placing a thermocouple in the cooling water line.

Data Reduction. The calculation of the average convective
heat transfer coefficient will be outlined below. For a
radiation with no convection condition, the heat flux sensed
by the gage is3

2 Assuming that the radiation properties of the thermocouple, e.g.,
emissivity, absorptivity, etc., are independent of its location on the disk sur
face, the output of the thermocouple gives an indication of the relative heat flux
over the disk.

3The absorbed heat flux is used since the gage was calibrated for this con
dition.

Cooling Water
Passage

Constantan

~~,
. ),1, ~ t»
_. it

i , ..

1J'I.'~'( \.~fJ="i~· -:t
.IIK 'I. I

Fig. 2 Experimental test set·up that Includes nozzle assembly, radiant
heat lamps, and heat flux gage

____ Nomenclature

d
D
E

Fs- r

diameter of disk
outside diameter of gage
output of gage
configuration factor from
gage to radiation lamps
average convective heat
transfer coefficient
thermal conductivity of
surrounding fluid
Nusselt number based on d
= hcd/kf
heat flux

ReD Reynolds number based on
D = UooD/I}f

S gage sensitivity
t gage thickness

T temperature
U00 free-stream velocity

E emissivity
() angle between gage surface

normal and free-stream
velocity vector

a = Stefan-Boltzmann constant

Vf = kinematic viscosity of
surrounding fluid

Subscripts

c center
e edge
L lamps
r radiation only
s effective disk quantity
T total (radiation and

vection)
00 free-stream

con-
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Fig. 3 Nusselt numbers for a circular disk heat flux gage with an 
aspect ratio of 5.85 

Fig. 5 Nusselt numbers for a circular disk heat flux gage with an 
aspect ratio of 11.76 

The fluid properties in equations (4) and (5) are based on 
the film temperature, Tj 

7>=(7-, + r„) /2 (6) 

where Ts (and 7**), the effective disk surface temperature, is 
defined as (see [6]) 

Ts =0.75 Tc +0.257; (7) 
Note that equation (7) is a convenient approximation of the 
effective disk temperature. The center temperature, Tc, can be 
calculated from a NBS [8], fourth-order, emf-temperature 
polynomial. The accuracy of this relationship is stated as 
±0.17°C. Representative magnitudes of Tm, Tc, and Te are 
20, 120, and 20°C, respectively. The selection of characteristic 

Fig. 4 Nusselt numbers for a circular disk heat flux gage with an lengths on which to base the Nusselt and Reynolds numbers 
aspect ratio of 8.77 will be discussed in the following section. 

SEr=F„eo{TL*-Ts'*) (1) 

where T* is the effective gage surface temperature for a 
radiation condition only. For combined radiation and con
vection, the heat flux sensed is3 

SET=F,_rco{TL*-T,4) + hc{T„-T,) (2) 

The average convective heat transfer coefficient, hc, is ob
tained by subtracting equation (1) from (2) 

hc = 
S(ET-Er)+F,-reo(T/-T,**) 

(3) 

Exact specification of the second term in the numerator of 
equation (3), and hence the gage emissivity, is not required, 
since it represents only about 2 percent of hc. The con
figuration factor, /7

s_r, can be estimated from case 15 of 
Appendix C in Siegel and Howell [5]. It is assumed in the 
present calculations that natural convection effects are 
negligible. This was demonstrated by recording the gage 
output for the gage facing upwards and then downwards 
while exposed to the same radiative heat flux. The gage 
outputs for these two positions were almost identical. 

The convective heat transfer coefficient is presented in 
terms of the Nusselt number based on the disk diameter, d 

Nurf = hcd/kf (4) 

The Nusselt number is parameterized by the Reynolds 
number which is based on the outside gage diameter 

ReD = U„D/vf (5) 

Results and Discussion 

The Nusselt number is plotted in Figs. 3, 4, and 5 as a 
function of the Reynolds number based on the outside gage 
diameter for gage angles of attack between 0 (normal in
cidence) and 90 deg. The aspect ratios represented in Figs. 3, 
4, and 5 are 5.85, 8.77, and 11.76, respectively. The disk 
thickness for these results is 0.013 mm (0.0005 in.). At all 
angles of attack, the results show little dependence on radiant 
heat flux. The data for several radiant heat fluxes are shown 
for the normal incidence cases only. The results at other 
angles of attack are similar. The results indicate that the 
Nusselt number in the central region of the gage increases with 
angle of attack. The increase in Nusselt number is initially due 
to movement of the stagnation region relative to the con-
stantan disk and at angles of attack greater than 45 deg could 
be due to a decrease in boundary layer thickness over the disk. 
For the normal incidence case, the disk is in the stagnation 
zone, and lower heat transfer coefficients are expected. As the 
gage is rotated, i.e., as the right edge is thrust forward in the 
direction of the oncoming flow, the stagnation region moves 
towards the upstream edge of the gage. These results are 
verified by flow visualization studies using the oil/lampblack 
technique. The test surface was covered with white contact 
paper and a thin film of oil and lampblack applied to the 
surface. A twelve to one mixture (weight proportions) of 
manometer fluid (S.G. = 0.826) to lampblack was used (see 
[8] for further details of this technique). The pattern of 
streaks over the test surface reveals the fluid flow directions, 
while black areas without streaks are stagnation or very low 
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Fig. 6 Fluid flow patterns over the gage surface for Rep =30,000 

velocity regions. Figure 6 shows fluid flow patterns for a 
Reynolds number based on the gage outside diameter of 
30.000 and for several angles of attack. The gage o. d. is 38.1 
mm (1.5 in.) and represents the gage with an aspect ratio of 
8.77. The photographs are ordered from left to right, which 
corresponds to increasing angles of attack. Consider the top 
row of photographs in Fig. 6. For the case when the gage is 
placed normal to the flow (left photo), the stagnation zone is 
in the center of the gage, directly over the disk. As the angle of 
attack is increased (right edge moving forward), the 
stagnation zone moves towards the upstream edge of the gage. 
The flow outside the stagnation region is in the outward radial 
direction. As the stagnation region moves further from the 
center of the gage, more of the disk is exposed to the 
developing boundary layer, which results in higher Nusselt 
numbers. 

For angles of attack greater than 65 deg, there is a 
noticeable change in the flow field, which is inferred from the 
unsteadiness in the gage output and which corresponds to a 
substantial increase in Nusselt number. The unsteadiness in 
the flow field is believed due to an increased interaction 
between the vortex structure produced on the cylindrical sides 
of the gage, the separated flow field on the downstream side 
of the gage, and the flow over the front surface of the gage. 
The Nusselt number continues to increase with angle of attack 
until about 90 deg. Flow separation at 90 deg may be 
responsible for the decrease in the Nusselt number. At all 
angles of attack, increasing the Reynolds number leads to an 
increase in the Nusselt number. The flow patterns shown in 
Fig. 6 (lower photos) indicate that the stagnation region is 
moving back towards the disk for angles of attack greater 
than 60 deg. For angles greater than about 85 deg, the 
stagnation region begins to partially cover the disk surface 
and results in lower Nusselt numbers. At a 90 deg angle of 
attack, there is a horseshoe-shaped separation bubble (or 
region) on the forward portion of the gage, followed by a 
backflow region, reattachment zone, and a developing 
boundary layer (see lower right photo in Fig. 6). This pattern 
is similar to the flow description given by Sparrow and Sarnie 
[9] for the tip region of a long vertical cylinder in a crossflow. 
The lengths of the gages in the present study are only about 
38.1 to 50.8 mm (1.5 to 2.0 in). Consequently, it is believed 
that the lengths of the gages do not significantly affect the 
heat transfer results. 

1'he selection of characteristic lengths on which to base the 
Nusselt and Reynolds numbers warrants some discussion. In 
the results of Tien [10] as reported in Sparrow, Ramsey, and 
Mass [8], the convective heat transfer coefficient was found to 
differ by as much as 300 percent between the center and edge 
regions of a square plate. They also reported that while the 
spatially averaged heat transfer coefficient is a weak function 

Nu 
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Fig. 7 Nusselt numbers for aspect ratios of 5.85,8.77, and 11.76 

of angle of attack, the heat transfer coefficient at the center of 
the plate decreases significantly with increasing angle of 
attack. To reflect this sensitivity to angle of attack, the disk 
diameter is used as the characteristic length dimension in the 
Nusselt number. The velocity field, however, is highly 
dependent on the gage outside diameter. The stagnation zone, 
backflow region, etc., are all proportional in size to the 
outside gage diameter. Consequently, for gages with the same 
disk size but different outside diameter, different portions of 
the disk will be covered by the stagnation zone. To reflect the 
flow field's sensitivity to the gage o. d., the Reynolds number 
is based on this length dimension. Figure 7 is a plot of the 
Nusselt number based on the disk diameter versus the 
Reynolds number based on the gage outside diameter for all 
three aspect ratios. For angles between 0 and 60 deg, the 
results are somewhat independent of the aspect ratio. This 
result lends support to basing the heat transfer parameter on 
the disk diameter and the velocity field parameter on the gage 
o. d. A correlation4 is developed by performing a least-
squares curve fit through the data. The resulting correlation is 

Nud =0.039 Re£,l/2[1 +2.16 sin20] (8) 

This correlation is valid for 6,000 <Re c < 25,000, aspect 
ratios between 5.85 and 11.76, angles of inclination, 0<6><60 
deg, and for radiative heat fluxes between 17 and 43 kW/m2. 
The correlation represents the data to within ±5 percent. It 
should be noted that the convective component was about 10 
to 15 percent of the total heat flux. 

The results in Figs. 3, 4, 5, and 7 are for a gage thickness of 
0.013 mm (0.0005 in.). A test was performed to determine the 
effect of gage thickness on the heat transfer results. Tests were 
conducted on a gage with an aspect ratio of 5.85 and a gage 
thickness of 0.025 mm (0.0010 in.). Increasing the gage 
thickness decreases the gage's sensitivity, i.e., it increases the 
gage's sensitivity coefficient (see Table 1).. The heat transfer 
results for a disk thickness of 0.025 mm were compared to 
results for a gage with the same aspect ratio but with a disk 
thickness of 0.013 mm. The results were within ± 5 percent of 
each other provided that the radiation input resulted in a gage 
output of at least 2 mV. For outputs less than 2 mV, the 
results differed substantially, and no correlation relating disk 
thickness was found. Consequently, the gages should be 
operated well within their linear output ranges if reliable 
results are to be expected. 

A heat transfer correlation was proposed by Sogin [1 l]* for 
an isothermal circular disk oriented perpendicular to an 
oncoming airflow. The correlation, which is recast here in 

The power of the Reynolds number was selected by comparison to existing 
correlations for 0 = Odeg, e.g., [8] and [11], while the quantity 20 resulted from 
the least-squares curve fit. 

232 / Vol. 106, FEBRUARY 1984 Transactions of the AS ME 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



terms of the Nusselt number based on the outside diameter of 
the gage, is 

Nu/J = 1.08ReD
1/2 (9) 

If the present results are based on the outside gage 
diameter, the coefficient (0.039) in equation (8) becomes 
0.459. This result is for an aspect ratio of 11.76. This aspect 
ratio is chosen for comparison because of the three aspect 
ratios tested it most closely approximates the constant 
temperature boundary condition used by Sogin. For the 
normal incidence case (0 = 0 degrees), equation (8) when 
based on the outside gage diameter, is approximately 58 
percent lower than Sogin's results. This difference is expected, 
since the stagnation region, which is in the central region of 
the gage, has lower heat transfer coefficients than at the edge 
regions of the disk where there is a developing boundary 
layer. A second reason is that the temperature distribution at 
the disk surface is not uniform as in the experiments of Sogin. 

Another correlation was proposed by Sparrow, Ramsey, 
and Mass [8] for isothermal finite width rectangular plates 
inclined at various angles of attack to an oncoming airflow. 
The form of their correlation is similar to equation (9), except 
that the multiplicative constant is 0.86. Their data indicate a 
slight dependence on angle of attack when a narrow plate was 
tested, but no dependence was found for a wide plate; i.e., the 
flow over a narrow plate is more three-dimensional than that 
over a wide plate. The present geometry leads to a highly 
three-dimensional flow field with a corresponding dependence 
on angle of attack. In addition, the present thermal boundary 
conditions are in part responsible for this angular depen
dence. 

Conclusions 

In the present study, convective heat transfer coefficients 
for a free-standing circular disk heat flux gage exposed to a 
radiative and convective heat flux were calculated for several 
free-stream velocities, aspect ratios, and angles of attack. The 
results indicate that the Nusselt number increases with in
creasing angle of attack up until about 90 deg. At 90 deg, a 
significant reduction in the Nusselt numbers was noted. The 
results suggest that care should be taken when using a heat 

flux gage in a convective and radiative environment. In 
particular, for angles of attack greater than 60 deg, flow 
instabilities can lead to large measurement uncertainties and 
increased convective heat transfer coefficients. For angles 
between 0 and 60 deg, the following correlation is suggested 
for the calculation of the convective contribution 

Nud = O.O39Rez,
1/2[l+2.16sin20] (8) 

This correlation is valid for 6,000 <Rez>< 25,000, aspect 
ratios between 5.85 and 11.76, and for angles of inclination, 
0 < 8 < 60 deg. It represents the data to within ± 5 percent. 
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ERRATA 

Corrections to "The Optimum Dimensions of Convective Pin Fins," by P. Razelos, published in the May 
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The Accuracy of Perfect Contact Fin Analyses 
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Q/Qo, augmentation factor 
h\P/kw, Biot number 
h2P/kw, Biot number 
heat transfer coefficient, W/m2K 
thermal conductivity, W/mK 
fin length, m 
UP, aspect ratio 
half fin pitch, m 
fin assembly heat flow rate 
unfinned wall heat flow rate 
half fin thickness, m 
UP, aspect ratio 
wall thickness, m 
w/P, aspect ratio 
ratio of actual contact area to ap
parent contact area 
kflky, 
fluid temperatures, K 
temperature distribution, K 
(0— 6{)/(fii - 02), dimensionless 
temperature distribution 

Subscripts 
1 = plain side 
2 = fin side 
f = fin 

w = wall 

Introduction 
The heat flow within finned surfaces is usually analysed on 

the basis of several simplifying assumptions, the most 
questionable being (a) invariant thermal conductivity, (b) 
purely convective heat transfer with uniform heat transfer 
coefficient, (c) unidirectional heat flow, and (d) perfect 
contact between fin and supporting surface. Of these four 
assumptions, the validity of the first three has been ex
tensively investigated by examining the effects of tem
perature-dependent thermal conductivity, e.g., [1]; radiative 
heat transfer, e.g., ,[2]; nonuniform heat transfer coef
ficients, e.g., [3]; and multidirectional heat flow, e.g., [4]. 
However, prior to the present investigation, the validity of the 

1 University of Leeds, Leeds LS2 9JT England 
Contributed by the Heat Transfer Division for publicaton in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 4, 
1983. 

s» 

i. These shorter papers will be subjected to the same review process as that 

perfect contact assumption has received relatively little at
tention. In fact, there are only three published articles on this 
subject [5-7], and these have all considered the problem of 
spiral fins wound onto a cylindrical tube where contact is 
completely relaxed as a consequence of differential ex
pansion. Unfortunately, the results of these investigations are 
of limited value because in most applications some form of 
bonding is used in order to ensure that contact is never 
completely relaxed. 

In situations where the fins are bonded to the supporting 
surface, the inevitable roughness of the contacting surfaces 
precludes the possibility of perfect contact, although contact 
is maintained at discrete zones along the contact interface. In 
this study a theoretical technique is developed in order to 
predict the effects of surface roughness on the performance of 
extended surface heat exchangers. This technique does not 
attempt to model the complex features which govern contact, 
but instead examines the effects of prescribed contact-zone 
distributions on the overall performance. 

The main aim of the present study is to investigate the 
validity of the perfect contact assumption in the context of fin 
assembly heat transfer. Attention is restricted to the case of 
longitudinal fins attached to a plane wall. However, the work 
presented here can easily be extended to the annular geometry 
and to include fins with tapered or curved fin profile. 

Contact Interface Model 
Consider an assembly of equally spaced longitudinal 

rectangular fins attached to a plane wall as depicted 
schematically in Fig. 1. For mathematical treatment, it is 
necessary to develop a theoretical representation of this 
assembly. In the case where the fins are in perfect contact with 
the base surface, symmetry considerations indicate that only 
that section of the assembly bounded by the contour OABC-
DEFO need be examined. However, if the fins are bonded to 
the base surface then thermal symmetry is improbable since 
this would require a uniform symmetric distribution of the 
surface irregularities which form the contact zones. 
Therefore, in order to facilitate a mathematically tractable 
formulation, attention is restricted to contact zones 
distributions which are symmetric about the axis BCD, Fig. 1. 

The total heat flow across the contact interface is a com
bination of conduction across the contact zones, and con
duction, convection, and radiation through the gaps adjacent 
to the contact zones. The convection contribution to the gap 
heat transfer is negligible by virtue of the microscopically 
small separation of the surfaces. In fact, if the fluid entrapped 
within the gaps has relatively high thermal conductivity, then 
the gap heat transfer is primarily conductive, whilst at high 
temperature or in vacua, the gap heat transfer is mainly 
radiative. In this study, a first approximation of the contact 
interface is introduced; it is assumed that there is perfect 
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81 

onBC 

Fig. 1 Schematic representation of the fin assembly 

contact at the contact zones, and zero heat flux through the 
adjacent gaps. Thus, for any given contact zone distribution, 
this model will give a lower bound on the overall heat transfer 
across the contact interface, i.e., the actual heat transfer will 
invariably be higher than that predicted by this model. 

In comparison with the relevant dimensions of the fin 
assembly section OABCDEFO, the dimensions of the 
microscopic surface irregularities which cause reduced contact 
are negligible. Therefore, in the following analysis the contact 
interface OC is treated as a perfectly flat surface consisting of 
segments across which there is perfect contact, interspersed 
with segments across which there is no heat flux. 

Analysis 

Mathematical Formulation. The primary concern of the 
present investigation is to determine the errors in the 
prediction of the fin assembly heat transfer rate arising as a 
consequence of employing the perfect contact assumption. 
Therefore, it is essential to ensure that the heat flow is 
modeled accurately so that any errors which are detected may 
be attributed solely to the effects of reduced contact. Since 
numerous recent investigations, e.g., [4], have shown that the 
addition of fins induces quite significant two-dimensional 
effects within the supporting surface, it would be most ad
visable to employ a multidirectional analysis in order to 
preclude errors resulting from the use of the one-dimensional 
approximation. Thus, the determination of the overall heat 
flow rate through the fin assembly requires the simultaneous 
solution of 

(1) 

and 

V2<p/ = 0 within the fin (OABCO, Fig. 1), 

V 2<pw = 0 within the wall (OCDEFO, Fig. 1), 

subject to the boundary conditions 

onOA 

Bi, 
<Pf = •<Pf 

onAB 

Bi2 
<Pf •<Pf 

(2) 

(3a) 

Ob). 

<P/ = 0 

on CD 

<Pw = 0 

onDE 

<Pw = B i ^ l - ^ w ) 

onEF 

<p'w = 0 

onFO 

onOC 

"Bi2</9W 

(3c) 

(3d) 

(3c) 

Of) 

Og) 

<pw = tpj and <p'y, = — Kip'j on each contact zone (3h) 

and 

<p} = 0 and ip'w = 0 on each gap (3/) 

where the prime (') denotes the derivative in the direction of 
the outward normal to the associated surface. 

The boundary conditions (3c), (3d), and (if) arise from the 
geometrical and thermal symmetry of the fin assembly 
configuration and stipulate that there is no heat flux across 
the fictitious boundaries BC, CD and EF, respectively. The 
boundary conditions (3/0 and (if) represent the regions of 
perfect contact and the adjacent gaps across which it is 
assumed that there is no heat flux. The remaining boundary 
conditions describe the convective heat exchange at the ex
posed surfaces FOAB and DE, Fig. 1. 

Method of Solution. The solution of plane potential 
boundary-value problems, such as that described by the 
equations (1), (2), and (3), can be computed employing 
various numerical techniques of which the finite difference, 
finite element, and boundary integral equation methods are 
the most popular. A recent paper by Heggs et al. [8] has 
shown that the boundary integral equation method offers 
several computationally advantageous properties over the 
other two methods for the solution of fin assembly problems. 
Furthermore, the flexibility of the boundary integral equation 
discretization process is such that it can most easily handle the 
computational complexities associated with the interface 
boundary conditions Oh) and (3/). Therefore, it appears that 
it would be most appropriate to tackle the problem described 
by equations (1), (2), and (3) employing the boundary integral 
equation method. 

Although it would be beneficial, from the point of view of 
completeness, to present details of the boundary integral 
equation method here, this information would be superfluous 
because there is now an extensive range of published literature 
describing the application of the boundary integral equation 
methods to problems of heat transfer analysis, e.g., see [8]. It 
will suffice to note that the boundary integral equation 
program used to generate the data presented in this paper was 
validated by comparison with finite-element results presented 
by Stones [9] and series truncation results given by Heggs et 
al. [10]. 

Heat Exchanger Performance 
The heat flow rate through the fin assembly is given by 

Q={kJP){6i-e2)\ ,(s)ds (4) 

where ds denotes a differential increment of the boundary 
segment DE. In order to facilitate a concise parametric study, 
it is most convenient to introduce a dimensionless 
representation for the fin assembly heat flow rate. This 
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Fig. 2 Contact zone distributions 
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dimensionless representation is referred to as the augmen
tation factor, Aug, and is defined as the ratio of the heat flow 
rate of the fin assembly ( 0 to that of the unfinned wall 
operating under the same conditions (Q0)> i'e-> 

Thus, the augmentation factor is a measure of the im
provement in the overall heat flow rate resulting from the 
addition of fins. Therefore, it is more useful for design 
purposes than the widely used fin efficiency which only gives 
an indication of the fin heat dissipation. Furthermore, it 
differs from the conventional///? effectiveness in that the later 
fails to account for the heat flow within the supporting 
surface. 

Results and Discussion 
From the equations (1), (2), and (3) it may be deduced that 

the heat flow through the fin assembly may be parameterized 
by the Biot numbers, Bi, and Bi2; the ratio of the thermal 
conductivities, K; the aspect ratios, L, T, and W; and the size 
and distribution of the contact zones. In order to minimize the 
number of independent parameters necessary to completely 
define the fin assembly heat flow, a computationally 
orientated procedure is adopted for parameterizing the size 
and distribution of the contact zones. With this procedure the 
contact interface is parameterized by a single variable, namely 
e, which indicates the ratio of the actual contact area to the 
apparent contact area. Then, for each prescribed value of e, 
solutions are computed for four different contact zone 
distributions. These correspond to the cases of 1, 2, 4, and 8 
contact zones as shown in Fig. 2. 

Results have been obtained for an extensive range of the 
system parameters Bi,, Bi2, K, L, T, and W. For each par
ticular problem, solutions were computed for the cases e = 
0.0, 0.1, 0.2, 0.5, and 1.0, i.e., with the amount of contact 
varying from 0 to 100 percent. The solutions for the case 
e = 0.0 were computed without solving for the temperature 
distribution within the fin, whilst the solutions for the case 
e=1.0 were computed employing the usual perfect contact 
formulation, see [8]. Furthermore, solutions for these two 
special cases were also computed employing the extremely 

accurate but rather cumbersome series truncation method 
[10]; these solutions were found to be in excellent agreement 
with those predicted by the boundary integral equation 
method. 

Representative results for three particular problems are 
given in Tables 1, 2, and 3. These tables show the values of the 
augmentation factor for the various values of e and the four 
different contact zone distributions. These results correspond 
to the problems 

(1) 
(2) 
(3) 

Bi, 
1.00 
1.00 
0.10 

Bi2 

0.01 
0.01 
0.001 

K 

1.0 
10.0 
2.0 

L 
10.0 
4.0 
5.0 

T 
0.5 
0.3 
0.4 

W 
5.0 
0.5 
1.0 

Problems (1) represents the performance of a stainless steel 
heat exchanger with forced convection of air on the plain side 
and free convection of air on the fin side. Problem (2) 
corresponds to a heat exchanger comprising of a stainless steel 
wall with aluminum fins, whilst problem (3) relates to a heat 
exchanger composed of an aluminum wall with copper fins. 

The results presented in Tables 1, 2, and 3 illustrate various 
features of reduced wall-to-fin contact and are characteristic 
of results obtained for other values of the system parameters. 
The dominant feature of these results is that, irrespective of 
the distribution of contact zones, provided contact occurs 
over at least 10 percent of the apparent contact area then the 
reduction in the overall heat flow rate through the fin 
assembly is virtually negligible. However, if the actual contact 
area is reduced below 10 percent then the overall heat flow 
rate begins to deteriorate quite markedly. Fortunately, in 
most industrial applications 10 percent contact is ac
complished with ease. 

Closer inspection of the results presented in Tables 1,2, and 
3 reveals that for a given amount of actual contact area, i.e., 
for a prescribed value of e, increasing the number of contact 
zones facilitiates an improvement in the overall heat flow rate 
even though the size of the individual contact zones is 
reduced. A reduction in the size of the contact zones should 
act to constrict the heat flow. However, with the contact 
interface model developed in this paper, these smaller contact 
zones are distributed over a larger portion of the contact 
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Table 1 The effects of surface roughness for problem (1) 

Number of 
contact zones 

6 = 0.0 

0.51 
0.51 
0.51 
0.51 

Augmentat ion-factor 
e = 0.1 e = 0.2 6 = 0.5 

4.62 
4.74 
4.98 
5.06 

4.77 
4.88 
5.02 
5.08 

4.99 
5.05 
5.09 
5.10 

e = 1 . 0 

5.11 
5.11 
5.11 
5.11 

Table 2 The effects of surface roughness for problem (2) 

Number of 
ontact zones 

1 
2 
4 
8 

6 = 0.0 

0.70 
0.70 
0.70 
0.70 

Augmentation-factor 
e = 0.1 

4.30 
4.44 
4.52 
4.56 

e = 0.2 

4.41 
4.51 
4.54 
4.56 

e = 0.5 

4.51 
4.56 
4.57 
4.57 

6 = 1 . 1 

4.57 
4.57 
4.57 
4.57 

Table 3 The effects of surface roughness for problem (3) 

Number of 
contact zones 

e = 0.0 

0.60 
0.60 
0.60 
0.60 

Augmentat ion-factor 
= 0.1 e = 0.2 6 = 0.5 6 = 1 . 0 

4.99 
5.19 
5.28 
5.32 

5.12 
5.25 
5.30 
5.33 

5.26 
5.32 
5.33 
5.34 

5.34 
5.34 
5.34 
5.34 

by interface and therefore counteract the constriction 
allowing the heat flow to disperse over a larger area. 

In order to ensure that the phenomena observed were not a 
consequence of the particular contact zone distributions 
described above, results were also obtained for various other 
contact zone distributions. These results substantiated the 
original observations. 

Conclusions 
The validity of the perfect contact assumption has been 

investigated in the context of fin assembly heat transfer 
employing a sophisticated two-dimensional analysis coupled 
with a relatively simple theoretical model of surface 
roughness. The results predicted by this analysis indicate, in 
particular, that provided contact can be achieved over at least 
10 percent of the contact interface then the difference between 
the nonperfect and perfect contact solutions is virtually 
negligible. Thus, it may be concluded that the perfect contact 
assumption will suffice for design calculations provided wall-
to-fin contact is greater than 10 percent. 

Finally, it must be emphasized that the authors do not 
advocate the complex theoretical model described by 
equations (1), (2), and (3) as a design technique; the two-
dimensional analysis and the associated surface roughness 
model were only necessary in order to perform a meaningful 
theoretical investigation into the applicability of the perfect 
contact assumption. In fact, from the results obtained it is 
evident that the conventional methods of analysis are per
fectly sufficient for design purposes. 
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Solidification Interface Shape for Continuous Casting 
in an Offset Mold—Two Analytical Methods 

R. Siegel1 

Nomenclature 

A = dimensionless parameter and 
dimensionless length, aup\/ 
k(tf-tc) = a/y 

a = half-width of slab ingot 
Bn ,D„ = coefficients in Fourier series 

h = offset of mold; H = h/y 
k = thermal conductivity of solidified 

material 
n = normal to interface; N = nly 
S = dimensionless coordinate along 

solidification interface 
t = temperature 
u = casting velocity of ingot 

x,y = coordinates in physical plane; X 
= X/y, Y = yly 

Greek symbols 

7 = length scale parameter, k(tf~ 
tc)/up\ 

9 = angle between interface normal 
and x-axis 

A = latent heat of fusion per unit mass 
of solid 

p = density of solid 
* = potential function, (tf — t)l(tj — 

tc) 
"9 = heat flow function orthogonal to 

Subscripts 
c = 
/ = 
s = 

1,2...8 = 
1,11 = 

at cooled boundary 
at solidification temperature 
at solidification interface 
locations around ingot boundary 
two solutions in superposition 
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When a slab ingot is being formed as a continuous casting 

by pulling it from a mold with parallel sides, the solidification 
interface is a "free" boundary that adjusts with the heat flow 
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Table 1 The effects of surface roughness for problem (1) 

Number of 
contact zones 
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by interface and therefore counteract the constriction 
allowing the heat flow to disperse over a larger area. 

In order to ensure that the phenomena observed were not a 
consequence of the particular contact zone distributions 
described above, results were also obtained for various other 
contact zone distributions. These results substantiated the 
original observations. 

Conclusions 
The validity of the perfect contact assumption has been 

investigated in the context of fin assembly heat transfer 
employing a sophisticated two-dimensional analysis coupled 
with a relatively simple theoretical model of surface 
roughness. The results predicted by this analysis indicate, in 
particular, that provided contact can be achieved over at least 
10 percent of the contact interface then the difference between 
the nonperfect and perfect contact solutions is virtually 
negligible. Thus, it may be concluded that the perfect contact 
assumption will suffice for design calculations provided wall-
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conditions. For a symmetric mold the unknown interface was 
found by a conformal mapping method in [1], where 
background information is given that will not be repeated 
here. In [2] an alternate analysis was given using a Cauchy 
boundary value method that required less algebra than the 
mapping method. The usefulness of this method is demon
strated here in analyzing the more difficult situation of a 
nonsymmetric horizontal mold where the walls may be offset 
to support the lower ingot boundary. Another solution 
method for the casting problem, involving a product solution 
in the potential plane and the use of conjugate harmonic 
functions, is also presented. As shown later, for some types of 
geometries this may be more direct than the Cauchy boundary 
value method. 

Analysis 

Since this analysis is a generalized case of that considered in 
[1] and [2], the physical description and boundary conditions 
can be abbreviated here and the references consulted for 
details. As shown in Fig. 1(a), the ingot is formed at velocity, 
u, from an insulated mold where dt/dy = 0 at the mold 
boundaries. The sides of the ingot are cooled to tc and the 
solidification interface is at tj. The heat flow condition in the 
solid along the solidification interface is kdt/dn = pwXcosG 
and the interface is an unknown "free" boundary. Within the 
ingot the heat conduction equation, V2? = 0, is to be satisfied. 

Referring to the Nomenclature, the temperatures are ex
pressed in terms of a potential, <f>, and all lengths are divided 
by the characteristic dimension, y. Then $ = 1 at the cooled 
boundaries, * = 0 at the unknown interface, and d$/$Y = 0 
at the mold. At the interface -d$/dN = cos 9 . The ^ is a 
heat flow function orthogonal to * so that the Cauchy-
Riemann equations can be applied at the interface to yield 
-d$/dN = dV/dS and dV/dN = d$/dS = 0 (since S is at 
constant *) . Then, along the interface, dV/dY\s = (dV/dS) 
(dS/dY) + (dV/dN) (dN/dY) = (-d<i>/dN) (dS/dY) = 
cos 6(1/cos 9) = 1. If Mf is set equal to zero at Y = 0, then V 
= Y along the interface. It follows that ¥ equals 0 and 1A 
along the lower and upper mold boundaries, and the ingot 
region is contained within two constant $ and two constant ty 
boundaries. In the ¥ - * plane, the ingot then occupies a 
rectangle: 0 < ^ < 2 / l , 0 < $ < l , a s shown in the upper 
part of Fig. 2. The ty2 dashed line in Fig. 1(b) is the divider 
between heat flows to the upper and lower boundaries. The 
heat of fusion for the portion of the interface below this line 
all flows out of the lower boundary. 
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Fig. 1 Slab ingot being cast by continuous withdrawal from an offset 
horizontal mold: (a) physical geometry; (b) geometry and boundary 
conditions in dimensionless variables 
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Fig. 2 Solid region in potential plane and superposition of boundary 
conditions for alternate method 

Cauchy Boundary Value Method. As shown in [2], if the 
functions Xs(ty) and Ys(ty) are known along the 
solidification interface, S($ = 0), then within the rectangle of 
Fig. 2 

*(¥,*) = Re*, (¥ + /*)-/mys (¥ + /*) (la) 

Y( * , #)= ImXs (¥ + /*) + Re Ys (¥ + /*) (lb) 

Since at the interface YSC*) = * , the Ys ( * + /*) = "# + /* 
and equations (1) reduce to 

X(*,$) = ReXs (¥ + / * ) - * (2a) 

YC*,$) = ImXs(ty + i$) + ty (2b) 

Let the unknown interface be expressed as a Fourier series 

X(¥,$) •A nif* nir$ * ,, . 
—j- =B0+ £ _ V o . — c o s h — - — ( 4 f l ) 

y ( * , * ) E . flirty nir$ ¥ 
B„sm smh 1—— 

s± „ = 1 " 2A 2A A 
(4b) 

Along the boundary 7-8, $ = 1 and Y = 0, and along 4-5, * 
= 1 and Y = 2A. This yields from equation (4b) 

•r CO 

— = E B» 
A 

Sm^ASmh^A 
0<*<¥ 2 (=r 2 ) (5a) 

XS(Y) 

A 
111— __» LjBnQ 

nirY 

'IT 
Q<Y<2A (3) 

The unknown Bn will be found from conditions relating the 
regions in Figs. 2 and 1. Since Y = ¥ along the interface S, 
equation (3) directly yields Xs(ty) which is inserted into 
equations (2) to yield 

2 = 2_/ j Bn s m~TT" s m h"TT~ Y2<ty<2A 
2A 2A 

(5b) 

As in a standard application of Fourier series, each of 
equations (5) is multiplied by sin(mirty/2A) and integrated 
over its applicable range of ty. The two equations are then 
added, and after integration this yields 
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Fig. 3 Interface shapes as a function of parameter A: (a) mold offset, 
hla = 1; (b) mold offset, fi/a = 2 

To locate the interface horizontally within the mold, the X-
values will be obtained relative to X4 = X(2A, 1) located at 
one edge of the mold. Then by use of equations (3), (4a), and 
(6), after some rearrangement 

(note that \^ (- 1)" mrY2 
cos——-

n 1A --t1-^]) 
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Product Solution Method. The expressions for X(^!, $) 
and Y(¥, $) can be found in another way that may be useful 
in some instances, such as for the parallel-sided type of 
geometry being analyzed here. From the boundary condition 
Y = * along the solidification interface and from the 
parallel-sided configuration of the ingot and mold, the values 
of Y are known in terms of the quantities * , 0, or A on all 
sides of the upper rectangle in Fig. 2. This boundary value 
problem for Y can be represented as a superposition of two 
solutions, Y = Yx + Yu as shown in the figure. The solution 
for y, that satisfies d2Yl/d^r2 + 3 2 K,/3* 2 = 0 is Yl = * . 
The Yu satisfying the same equation can be found by 
separation of variables (see [3] p. 422, for example) to yield, 

^i.(*.*)= EA,sin 
nir¥ sinh(«ir$/2/l) 

2A sinh(H7r/24) 
(9a) 

1 r f y 2 mrV f Mir* , [2A 
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Inserting the B„ into equation (3) yields the shape (but not 
the horizontal position) of the solidification interface if Y2 in 
(6) can be obtained. The Y2 is found from the geometric 
constraint of the mold offset that X4 - Xg = H. The X4 is 
found from (4a) at * = 2A and $ = 1, and Xg is at * = 0 
and * = 1. After inserting £„ from (6) and some 
rearrangement to improve convergence 

(by use of the identity 2_/ 
fl = l,3,5.. 

1 mrY2 
— cos 
n 2A 

1 TTY2 
- I n cot 
2 AA 

this gives, 
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(2n-\)tcY2 

2A 
(7) 

This yields the following Y2/A values used for the results in 
Fig. 3: 

Y2/A 

H/A = \ H/A=2 

0.59768 
.75270 
.83341 
.87500 
.90000 

0.30476 
.51292 
.66706 
.75001 
.80000 

AA nirY2 
— cos 
rnr 2A 

(9b) 

The sum Y = Yl + Yn gives the same result as equations (Ab) 
and (6). The XC%, *) is then found as the conjugate harmonic 
function of Y by integrating the Cauchy-Riemann equations 
dX/dtr = dY/d<f> and dX/d$ = -dY/dV. WithX(^r, *) and 
Y(ty, *) known the completion of the solution follows 
through as before. 

Results and Discussion 

The "free" boundary solidification interface for con
tinuous casting in an offset mold was found by two methods: 
a Cauchy boundary value procedure and by separation of 
variables in the complex potential plane. Both methods lead 
to the solution with a small amount of algebra and may be 
useful for similar types of problems. The solutions are in 
terms of analytical expressions that can be easily evaluated. 

Typical interface shapes are shown in Fig. 3. The curves 
depend on the mold offset and on the parameter, A, that 
Contains the ingot withdrawal velocity, latent heat of fusion, 
and thermal conductivity of the solid. Increasing A such as by 
increasing u causes the interface to extend further to the left to 
provide a shape of the solid with less resistance for heat 
conduction from the interface to the cooled surfaces of the 
ingot. When the mold offset is zero the results reduce to those 
in [1] and [2]. 

As shown in Fig. 1(b), the constant *-line that divides the 
heat flow between the lower and upper cooled boundaries 
intersects the solidification interface at Y2, and the * is equal 
to Y2. Since the maximum * is 24 , the fraction of the total 
solidification energy flowing out the lower cooled boundary is 
Y2/2A, which can be obtained from the values in the table 
given in the Analysis. As A increases, the effect of the offset 
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on the interface shape diminishes, and the interface tends to 
become symmetric; the Y2/2A then tends to approach 1/2. 

The numerical results given here are only illustrative; other 
cases can be easily evaluated from the analytical solutions. 
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Mixed Convection Over a Horizontal Plate 

N. Afzal1 and T. Hussain2 

1 Introduction 
Mixed convection on a horizontal plate has been studied by 

several workers. It is well known that the problem for an 
isothermal plate does not admit similarity [1-4]. Recently 
Schneider [5] has shown the existence of similarity provided 
the wall temperature is prescribed as the inverse square root of 
the distance from the leading edge. The solutions [5] cover a 
limited range of buoyancy to forced convection parameter 
(say, K) that do not include the strongly buoyant flows in 
aiding situations and nearly separating flows in opposing 
situations. Likewise, the work of Dey [6], dealing with an 
extension of [5] to mass transfer, also considers almost the 
same limited range of K. One of the limitation of these works 
[5, 6] is that the nature of the solution in the neighborhood of 
separation remains unexplored [5,6]. It is shown here that the 
solutions to the Schneider [5] problem in the neighborhood of 
separation are dual. 

The aim of this work is to present the dual solutions to the 
problem of Schneider and also to examine the solution for the 
entire domain, beginning from purely free convection 
dominated to separated flows. 

2 Equations 

The self-similar boundary layer equations for mixed 
convection on a flate plate, in the notions of Schneider [5], are 

2/ '" +/ /" +Krfl = 0 

- 0 "+ ( /0 ) ' =O 
a 

/(O)=/'(O) = O,0(O)=1 (1) 

/ ' (oo)=l , 0(oo) =0 
Here f(rf) and 0(?j) nondimensional stream function and 
temperature, respectively, and 77 is the similarity (Blasius) 
variable. K is a parameter, representing the relative effects of 
free to forced convection, and a is the Prandtl number of the 
fluid. The global heat flux expressed in terms of Stanton 
number, St, is given by 
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Fig. 1 Adverse case: skin friction and global heat flux in self-similar 
mixed convection flow on a flat plate 

St*=StVRe= f'Bdi) (2) 
Jo 

where Re is the Reynolds number. For free convection 
dominated flow, K~oo, appropriate variables are 

f=.K1/5?) (3a) 

F(r)=/( ' ) )^"1 / 5 (36) 
In terms of variables (3), the problem (1) becomes 

2F'" +FF" + tf = 0 

-0 "+ (F0) '=O 
a 

F(0)=F'(0) = 0, 0(0) =1 (4) 
F'(oo) = e,0(oo)=O 

where t=K'2/5 (5) 

The global heat flux (2) reduces to 

{ 00 

F'OdX (6) 
0 

The cases K=0 and e = 0 correspond respectively to purely 
forced and free convection flows. 

3 Results 
The boundary value problems governed by ordinary dif

ferential equations (1) and (4) had been integrated by the 
Runge-Kutta method with the Gill improvement on a VAX-
11/780 at Aligarh Muslim University, Aligarh. The missing 
boundary condition was guessed such that the boundary 
condition on streamwise velocity at infinity was satisfied by 
minimum error criteria in the least-square sense. In the 
favorable case, K (or e) was fixed, and/" (0) [or F"(0)] was 
guessed. In the adverse case near separation, it was found 
more convenient to fix values of/"(0) and guess the value of 
K. The values of Prandtl numbers considered correspond to 
air a=0.72 and water a = 6.8; the case of a= 1.0, for k<Q is 
also considered for comparison with [5]. 

For the adverse case K<0, where buoyancy opposes the 
forced convection, the solutions for skin friction,/"(0), and 
global Stanton number, St*, are displayed in Fig. 1. Figure 1 
shows that as magnitude of K increases, the skin friction, 
/"(0), decreases until a value of K(=K0(a); say) is reached 
where df" (a)/dK is minus infinity; consequently, the curve 
turns back and as the magnitude of K decreases, the skin 
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become symmetric; the Y2/2A then tends to approach 1/2. 

The numerical results given here are only illustrative; other 
cases can be easily evaluated from the analytical solutions. 

References 
1 Siegel, R., "Analysis of Solidification Interface Shape During Continuous-

Casting of a Slab," InternationalJournal of Heat and Mass Transfer, Vol. 21, 
Nov. 1978, pp. 1421-1430. 

2 Siegel, R., "Cauchy Method for Solidification Interface Shape During 
Continuous Casting," ASME JOURNAL OF HEAT TRANSFER, Vol. 105, Aug. 
1983, pp. 667-671. 

3 Hildebrand, F. B., Advanced Calculus for Engineers, Prentice-Hall, New 
York, 1949. 

Mixed Convection Over a Horizontal Plate 

N. Afzal1 and T. Hussain2 

1 Introduction 
Mixed convection on a horizontal plate has been studied by 

several workers. It is well known that the problem for an 
isothermal plate does not admit similarity [1-4]. Recently 
Schneider [5] has shown the existence of similarity provided 
the wall temperature is prescribed as the inverse square root of 
the distance from the leading edge. The solutions [5] cover a 
limited range of buoyancy to forced convection parameter 
(say, K) that do not include the strongly buoyant flows in 
aiding situations and nearly separating flows in opposing 
situations. Likewise, the work of Dey [6], dealing with an 
extension of [5] to mass transfer, also considers almost the 
same limited range of K. One of the limitation of these works 
[5, 6] is that the nature of the solution in the neighborhood of 
separation remains unexplored [5,6]. It is shown here that the 
solutions to the Schneider [5] problem in the neighborhood of 
separation are dual. 

The aim of this work is to present the dual solutions to the 
problem of Schneider and also to examine the solution for the 
entire domain, beginning from purely free convection 
dominated to separated flows. 

2 Equations 

The self-similar boundary layer equations for mixed 
convection on a flate plate, in the notions of Schneider [5], are 

2/ '" +/ /" +Krfl = 0 

- 0 "+ ( /0 ) ' =O 
a 

/(O)=/'(O) = O,0(O)=1 (1) 

/ ' (oo)=l , 0(oo) =0 
Here f(rf) and 0(?j) nondimensional stream function and 
temperature, respectively, and 77 is the similarity (Blasius) 
variable. K is a parameter, representing the relative effects of 
free to forced convection, and a is the Prandtl number of the 
fluid. The global heat flux expressed in terms of Stanton 
number, St, is given by 

'Department of Mechanical Engineering, Aligarh Muslim University, 
Aligarh, 202001, India 

2 Department of Mathematics, Aligarh Muslim University, Aligarh, 202001, 
India 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
3,1982. 

- 0 . 4 
f " < 0 ) 

Fig. 1 Adverse case: skin friction and global heat flux in self-similar 
mixed convection flow on a flat plate 

St*=StVRe= f'Bdi) (2) 
Jo 

where Re is the Reynolds number. For free convection 
dominated flow, K~oo, appropriate variables are 

f=.K1/5?) (3a) 

F(r)=/( ' ) )^"1 / 5 (36) 
In terms of variables (3), the problem (1) becomes 

2F'" +FF" + tf = 0 

-0 "+ (F0) '=O 
a 

F(0)=F'(0) = 0, 0(0) =1 (4) 
F'(oo) = e,0(oo)=O 

where t=K'2/5 (5) 

The global heat flux (2) reduces to 

{ 00 

F'OdX (6) 
0 

The cases K=0 and e = 0 correspond respectively to purely 
forced and free convection flows. 

3 Results 
The boundary value problems governed by ordinary dif
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air a=0.72 and water a = 6.8; the case of a= 1.0, for k<Q is 
also considered for comparison with [5]. 

For the adverse case K<0, where buoyancy opposes the 
forced convection, the solutions for skin friction,/"(0), and 
global Stanton number, St*, are displayed in Fig. 1. Figure 1 
shows that as magnitude of K increases, the skin friction, 
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Fig. 2 The nature of solutions for the adverse case where buoyancy 
opposes the oncoming stream 
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Fig. 3 Favourable case: skin friction and global heat flux in (a) forced 
convection dominated flow, 0 < K < 1; (b) free-convection dominated 
flow, 0 < t < 1 

friction further decreases to become zero. Figure 1 shows that 
for K>K0 (a), the solutions to the problem are nonexistent, 
and at K<K0 (a) there is a domain where solutions are dual. 
The dual solutions have not been reported earlier [1-6]. The 
heat transfer results are qualitatively similar to skin friction, 
and no additional comment is needed. The nature of the 
solutions in K—o plane displayed in Fig. 2 shows the 
boundary of the domains where solutions are unique, dual, 
and nonexistent. 

The dual nature of present solutions is qualitatively similar 
to the one reported by Cohen and Reshotko for a com
pressible boundary layer on a cold surface under adverse 
pressure gradient near separation [7, 8]. In the present 
similarity analysis, the wall temperature, Tw~x~ul, is 
singular near the leading edge and ihe similarity solution 
cannot be completely reproduced by a real flow. When a 
temperature field is imposed on the wall, the developing 
boundary layer after local adjustments would approach to 
one of the similar solutions for K<Q. Therefore, it seems 
plausible that depending on the manner in which a tem
perature field is imposed, one or the other solution could be 
approached after different adjustment phases. It may not be 
out of place to point out that in the experimental work on 

turbulent boundary layer under strong adverse pressure 
gradient Spangenberg, Rowland and Mease [9] have found 
the dual solutions, depending on the way in which the pressure 
gradient is applied. 

For K>0, where buoyancy accelerates the forced con
vection flow, the entire domain of K is of interest. For 
computational convenience the domain is divided in two 
subdomains. In the first subdomain, 0<K<1, corresponding 
to forced convection dominated flows, the equations (1) are 
employed, and in the second subdomain, l>e>0 (e=K2/5)t 
corresponding to free convection dominated flows, the 
equations (4) are employed, with a change over at e=K= 1. 
The solutions for skin friction and heat transfer for 0<A'<1 
and 1 >e>0 are displayed in Fig. 3. The figure shows that as 
K increases, the skin friction and heat transfer rate increases. 
This is because that for K>Q the buoyancy accelerates the 
flow in the boundary layer. As K becomes sufficiently large, 
the skin friction,/"(0), and heat transfer, St*, become large, 
respectively, like Ki/5 and K2/s. As K— oo(e—0), the results 
approach to purely free convection flow. 

In summary, the present work describes the solution for 
self-similar mixed convection flow, covering the entire range, 
beginning from purely free convection to the separating 
flows. In the adverse flow situation where buoyancy opposes 
the forced convection, the solutions in the neighborhood of 
separation are dual. 
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perature field is imposed, one or the other solution could be 
approached after different adjustment phases. It may not be 
out of place to point out that in the experimental work on 

turbulent boundary layer under strong adverse pressure 
gradient Spangenberg, Rowland and Mease [9] have found 
the dual solutions, depending on the way in which the pressure 
gradient is applied. 

For K>0, where buoyancy accelerates the forced con
vection flow, the entire domain of K is of interest. For 
computational convenience the domain is divided in two 
subdomains. In the first subdomain, 0<K<1, corresponding 
to forced convection dominated flows, the equations (1) are 
employed, and in the second subdomain, l>e>0 (e=K2/5)t 
corresponding to free convection dominated flows, the 
equations (4) are employed, with a change over at e=K= 1. 
The solutions for skin friction and heat transfer for 0<A'<1 
and 1 >e>0 are displayed in Fig. 3. The figure shows that as 
K increases, the skin friction and heat transfer rate increases. 
This is because that for K>Q the buoyancy accelerates the 
flow in the boundary layer. As K becomes sufficiently large, 
the skin friction,/"(0), and heat transfer, St*, become large, 
respectively, like Ki/5 and K2/s. As K— oo(e—0), the results 
approach to purely free convection flow. 

In summary, the present work describes the solution for 
self-similar mixed convection flow, covering the entire range, 
beginning from purely free convection to the separating 
flows. In the adverse flow situation where buoyancy opposes 
the forced convection, the solutions in the neighborhood of 
separation are dual. 
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8 = 
h = 

km = 

Nu = 
P = 

Pr = 
Q = 

Qv = 
Ra, = 

r = 
T = 

TB = 
zy = 

u = 
V = 

w = 
.y = 
z = 

acceleration due to gravity 
porous layer height 
effective thermal conductivity 
porous media 
Nusselt number 
pressure 
Prandtl number 
heat flux 
internal heating rate 
internal Rayleigh number, 
gPQvfl

5/kmOlmVf 

time 
temperature 
lower surface temperature 
upper surface temperature 
vector velocity 
y or horizontal component of 
velocity 
z or vertical component of velocity 
horizontal direction 
vertical direction 

Greek Letters 

«m = 

0 = 
X = 
* = 

Pf = 
y/ = 
Q = 

tf = 

effective thermal diffusivity, 
km/{pCp)f 

thermal expansion coefficient 
wavelength 
stability functional 
fluid density 
fluid kinematic viscosity 
heat capacity ratio (pCp)f/(pCp)m 
permeability 

of 

Introduction 

A problem of current interest is that of natural convection 
in a porous layer with internal heating within the layer. This 
problem has applications in the fields of nuclear reactor 
safety, solar collector design, and geothermal energy con
version. The au thors ' interest in this work is generated 
primarily from concerns about the coolability of debris beds 
which may form following a severe accident in a nuclear 
reactor. In the present work, a mixed finite dif-
ference-Galerkin procedure is used to calculate the solution to 
the steady, two-dimensional Darcy-Oberbeck-Boussinesq 
(DOB) equations for an infinite horizontal porous layer, when 
the wave number is prescribed. The wave number of the 
mot ion is obtained from nonequilibrium thermohydro-
dynamic theory. Hence, our solution yields not only velocity 
and temperature fields, but also the size of the convection 
cells. 

A similar analysis has been done previously by the authors 
[1] for the case of no internal heating, which proved to be very 
successful in predicting heat transfer. When volume heating 
of the porous layer is considered, the problem changes 
slightly, primarily through the addition of a new term to the 
energy equation. Analysis for the onset of convection in a 
porous layer with volume heating have been made by Gasser 
and Kazimi [2] and Hwang [3]. Gasser and Kazimi employ 
linear stability theory and solve the perturbat ion equations 
with a Galerkin procedure. They consider both stabilizing and 
destabilizing temperature gradients. Hwang uses the small 
parameter method of Poincare but only considers stabilizing 
temperature gradients. Tveitereid [4] solves the heat transfer 
problem with an adiabatic lower surface. He uses a Galerkin 
method to solve the governing equations but does not state 
what he used to obtain the wavenumber. Hardee and Nilson 
[5] employ a convection roll model to obtain a relationship 

between the internal Rayleigh number and the Nusselt 
number . 

A number of experimental studies have been conducted for 
the volume heated case. Buretta [6] and Sun [7] use Joule 
heating of a glass-0.01 mole percent C u S 0 4 aqueous solution 
to study the heat transfer problem. The bo t tom surface of 
their experiment was thermally insulated while the top surface 
was cooled. Rhee [8] and Cherng [9] use induction heating of 
a bed of steel particles with water as the fluid. 

Governing Equations and Method of Solution 

The steady, two-dimensional Darcy-Oberbeck-Boussinesq 
equations with volume heating are 

dv 

~dy 

dw 

~dz~ 

d2v 

"dy2 + dz2 

= 0 

dP 

\ D a / 

dh 92 i dP 

dy2 dz2 dz (a) ^ - ( R a ^ r 

dT 

17 + w-
dT 

~~dz~ 

d2T 

dy2 

d2T 

dz2 + 1 

(la) 

m 
(Ic) 

(Id) 

Equat ions (1) are made dimensionless by scaling length, 
velocity, temperature , and pressure with h, am/h, Qvh

2/km, 
and pfi>j-am/h2, respectively. This results in two dimensionless 
parameters , the intermal Rayleigh number, and the Darcy 
number 

gPQvh5 „ _*_ 

h2 Ra = Da = 
kmamvf 

The corresponding boundary conditions on velocity for 
equations (1) are 

v(y,0) = 

w(>,0) = 

v(y,l) = 0 

-w(y,\) = 0 

(2a) 

(2b) 

As for boundary conditions on temperature, two different 
cases will be considered 

7ly,l) = 0 

and 

T(y,0) = 0 or 
dT 

Hz~ z = 0 
= 0 

(2c) 

(2d) 

v(y,z) = 
w(y,z) = 

T(y,z) = 

P(y,z) = 

= v(y+\,z) 
= w(y + \,z) 

= T(y+\z) 

-- P(y + \z) 

which correspond to a zero applied temperature gradient or 
an adiabatic lower surface, respectively. Addit ional con
ditions are required to obtain a well-posed boundary value 
problem. Experimental observations suggest that periodicity 
conditions should be imposed; i.e., 

(3a) 

(m 
(3c) 

(3d) 

Here, X is the wavelength of the mot ion (i.e., twice the size of 
a convection cell), which in general is not known a priori. 

The method used to solve equations (1-3) is the mixed finite 
difference-Galerkin procedure of McDonough and Catton 
[10], which for the present case consists of a Galerkin ap
proximation satisfying periodicity conditions in the 
horizontal direction and finite differencing in the vertical 
direction. The details of the solution for porous layer con
vection can be found in [ 1 ] . 

A key to obtaining a valid solution using the above 
methodology is a correct prescription of the wave number. 
The authors utilize the nonequil ibrium thermodydrodynamic 
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stability theory of Glansdorff and Prigogine [11] to provide 
the additional relationship needed to predict the wave 
number. The basis of the method is the observation that a 
certain Liapunov stability function, <t>, which can be identified 

with the generalized excess entropy production of [11], varies 
linearly with Ra7 when evaluated at preferred wave numbers, 
ap. In particular, it is seen that 

d1^ 
dRaj 

= 0 (7) 

for </> (a, Ra/) = 0(aJ[), Ra7). This provides the additional 
relationship, albeit implicit, needed to predict wave numbers 
of two-dimensional convection. 

For the porous layer problem with internal heating, the 
generalized excess entropy production can be expressed as 

HoL [-(Ra^^r-(pr)r°u"^rJ^ (8) 

The time derivatives where the "*" quantities are fluctuation 
are given by 

dT* 
~dt :ft(v2r + i-u-vr) (9«) 

p = P r ( v 2 u * - VP* - (^- u* + (Ra,)(T*)ez) (9b) 
~di - ' \ ' - •" \ D a • 

where 0 is a heat capacity ratio defined as 

<J>C„)m 

The fluctuating quantities can be obtained directly from the 
velocity, temperature, and pressure solutions with the func
tional obtained by the subsequent substitution into the time 
derivatives. A secant-chord root finding algorithm is then 
used to find the wave number such that (7) holds. 
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Results, Discussion, and Conclusions 
The premise upon which we employ our wave number 

prediction technique is the validity of equation (7), i.e., the 
linearity of <t> with Ra7. With our solution method, it is 
possible to deduce wave numbers, and hence <j>, from heat 
transfer data. We have done this for the data of Sun [17], and 
the corresponding values of <f> are plotted versus Ra in Fig. 2. 
We observe that the validity of equation (7) is well supported 
by these data. We also observe that the line in Fig. 2 ex
trapolates to a critical internal Rayleigh number which is in 
good agreement with Sun's [10] experimental measurements. 

We next use equation (7) directly, in conjunction with 
solutions of equations (5), to calculate theoretical wave 
numbers and thus obtain complete solutions to equations 
(1-3). Wave numbers for two cases of thermal boundary 
conditions, adiabatic lower surface and zero applied tem
perature gradient, are presented in Fig. 3. We see that the 
wave number decreases with increasing Ra/ as one would 
expect from [1]. 

In Figs. 4 and 5 we present the Nusselt number as a function 
of Ra/ for the two cases of interest. For the zero applied 
temperature gradient case, we define Nusselt number as 

Nu = 
q(h) 

Qvh/2 

For an adiabatic lower surface the Nusselt number becomes 

(10) 

Nu = -
Quh2 

(11) 
2km(TB-TT) 

In Fig. 6 we have compared our results with the experimental 
work of Sun [7]. We see that agreement between experiment 
and theory is good up to a Rayleigh number of 15 times 
critical. 

In all of our calculation we have used Da= 1.3438 X 10 ~5 

and Q= 1.442. As seen earlier [1], the solution is independent 
of fl and independent of Da for Da <5 X 10"4 . These values 
for Da and Q have been chosen so that they represent real 
systems, such as Sun's [7] glass water system. From this 
study, we make the following conclusions: 

(0 The nonequilibrium thermohydrodynamic theory of 
Glansdorff and Prigogine [11] can be extended to the problem 
of natural convection in a porous layer with internal heating 
to predict wave numbers. 

(/7) The results indicate that wave number decreases with 
increasing internal Rayleigh number. 

(Hi) Heat transfer results have been obtained for two 
specific cases, adiabatic lower surface and zero applied 
temperature gradient. Theoretical heat transfer predictions 
for an adiabatic lower surface are in good agreement with 
experiment when preferred wave numbers are used. 
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Radiation View Factors Between Axisymmetric Sub
surfaces Within a Cylinder With Spherical Centerbody 
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Introduction 
Radiative view factors for a number of relatively simple 

geometries have been documented both in text books (e.g., 
Sparrow and Cess [1] and Siegel and Howell [2]) as well as the 
recent catalog published by Howell [3]. Though a large 
number of planar, circular, and spherical geometries have 
been considered, an on-going investigation of radiative heat 
transfer in fluidized beds has revealed an absence of dif
ferential and finite view factors for the case of a sphere 
coaxially placed within a cylinder, as shown in Fig. 1. The 
only previous published view factors for this geometry are 
those of Feingold and Gupta [4], and Naraghi and Chung [9]. 
Feingold and Gupta [4] derived expressions for the total view 
factors between the sphere and surrounding surfaces, and 
Naraghi and Chung [9] reported view factors between disks 
and a class of axisymmetric bodies. However, their results do 
not include information for the view factors between dif
ferential and finite axisymmetric elements. The development 
of these additional view factors using a combination of direct 
application of Lambert's cosine law and the method of 
contour integration [5] is summarized below. Also, calculated 
results are presented for view factors between finite elements 
in which numerical integration is required. 

Analysis 
The view factor between two differential elements is 

defined by 

_ cos/3,- cos/3/ 

irS2 J (1) 

where S is the length of the vector connecting the differential 
areas, and /3, and fy are angles between this vector and the 
unit vectors normal to differential area elements dAj and dAj, 
respectively. Direct integration of equation (1) gives the view 
factor between the differential element and the finite area, Aj, 
i.e. 

dA, 
IT <>A, 

cos (3/ cos/3,-

s2 dA, (2) 
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the corresponding values of <f> are plotted versus Ra in Fig. 2. 
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temperature gradient case, we define Nusselt number as 

Nu = 
q(h) 

Qvh/2 

For an adiabatic lower surface the Nusselt number becomes 

(10) 

Nu = -
Quh2 

(11) 
2km(TB-TT) 

In Fig. 6 we have compared our results with the experimental 
work of Sun [7]. We see that agreement between experiment 
and theory is good up to a Rayleigh number of 15 times 
critical. 

In all of our calculation we have used Da= 1.3438 X 10 ~5 

and Q= 1.442. As seen earlier [1], the solution is independent 
of fl and independent of Da for Da <5 X 10"4 . These values 
for Da and Q have been chosen so that they represent real 
systems, such as Sun's [7] glass water system. From this 
study, we make the following conclusions: 

(0 The nonequilibrium thermohydrodynamic theory of 
Glansdorff and Prigogine [11] can be extended to the problem 
of natural convection in a porous layer with internal heating 
to predict wave numbers. 

(/7) The results indicate that wave number decreases with 
increasing internal Rayleigh number. 

(Hi) Heat transfer results have been obtained for two 
specific cases, adiabatic lower surface and zero applied 
temperature gradient. Theoretical heat transfer predictions 
for an adiabatic lower surface are in good agreement with 
experiment when preferred wave numbers are used. 
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recent catalog published by Howell [3]. Though a large 
number of planar, circular, and spherical geometries have 
been considered, an on-going investigation of radiative heat 
transfer in fluidized beds has revealed an absence of dif
ferential and finite view factors for the case of a sphere 
coaxially placed within a cylinder, as shown in Fig. 1. The 
only previous published view factors for this geometry are 
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By using Stokes's Theorem, Sparrow [5] has shown that 
equation (2) can also be expressed as the contour integral 

'ntiyj-yri-mitij-Zi) 
['"AJ~2^\c{' -dx, 

li(Zj-Zi)-nj(Xj-Xi) 
dyj 

miiXj-xri-liiyj-y;) 

S2 » 
dzi (3) 

where xh yh and z-, are the coordinates of dAh /,-, mit and «, 
are the direction cosines of the normal to dAh and Xj, yj and 
Zj are the coordinates of the boundary enclosing Aj. 

Differential Spherical Band to a Coaxial Finite Cylindrical 
Strip 

With the intent of applying contour integration (equation 
(3)), dAi is located on the .y-axis with its normal in the yz-
plane, thus, x{ = 0, yx = sin/3, and Zx = 0, as seen from Fig. 
1 for a sphere of unit radius. Also the direction cosines are /] 
= 0, m{ = sin|8, and nx = cos/3. The coordinates of dA2 

becomex2 = £cosa' ,y2 = fcosa' andZ2 = Z. 
In view of the symmetry of the problem about the .y-axis, 

the following simplification can be made. The denominator 
in equation (3) and the variable, y2, i.e., fsina', have the 
same value at points of symmetry, whereas the variable x2, 
i.e., fcosa', reverses sign. Therefore, since the integrations 
are carried out proceeding in one direction around the con
tour, dx2 will have the same sign at points of symmetry, 
whereas dy2 will reverse sign. The net result is that the portion 
of the line integral on the negative side of the .y-axis is equal to 
that on the positive side, so that only the integral on one side 
of the .y-axis need be evaluated. The closed contour integral 
will be obtained by doubling the integral for the half space 
contour. 

From Figs. 1(a) and 1(6) it is clear that the contour consists 
of two circular arcs with radius, f, at heights, Zx and Z2 , 
respectively, bounded by the intersection of a plane tangent to 
element, dAu and the cylinder, line FG in Fig. 1(a). This limit 
is determined by angle, a, equation (4), in a plane containing 
the appropriate circular arc, and perpendicular to the z-axis. 

Other sections of the contour are completed by curves 
which are the locii of points A and C as Z changes from Zx to 
Z2. The end points of each locus is defined in cylindrical 
coordinates by a (Z , ) , Zx and f, and a2(Z2), Z2 , and f, where 

. ^ rZ jCosg + s i n 2 ^ 
a'=Sln I " ^in/3 J , = 1'2 (4) 

Integration of equation (3) along the indicated contour 
produces the view factor from a differential spherical element 
to a finite coaxial cylindrial strip in the form 

dAi-A2 If — 1/4[(7r-2a,)(Z1-cos^) 

- (7T-2CX 2 ) (Z 2 -COSJ3) ] -
2f2cosi8-l-(Zi-cosj3)a1 

r . / ax +b \ Vl 

K'(^r) -tan 

2f2cos/3+(Z2-cos(3)a2 
J ^ Ht 

., aitan(ai/2) + 6l 

V«T 

j a2tan(a2/2) + bl 

fa2 f-sinflsina ' ") 
fcos|3 , , L .— ;—zzda'l . 

Jai a3sin^a +bsmce +C J 

- t a n 

(5) 

Fig. 1(a) Side view indicating the nomenclature for view factor 
calculations 

Fig. 1(b) Top view indicating the relative positions of differential 
elements dA 1 and dA2 

Fig. 1(c) Top view indicating the position of differential elements dA 1 
and dA 4 

where 

O; = ^+Z 2 +s in 2 |G (=1,2 

b = - 2 f sin/3 

a3 = ? sin2/3 

C = ^cos2/3 + sin2/3 

The last term of equation (5) must be integrated numerically. 
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Equation (5) represents the view factor between an element 
of area on a spherical centerbody and a finite cylindrical strip. 
Since any element, dAu on the spherical band, dAbmil has 
the same fraction of its energy reaching strip, A2, it follows 
that the fraction of energy from the entire dAbmiA that 
reaches A2 is the same as the fraction for each element dAx. 
Hence, the view factor between one differential width 
spherical band dAbaniA and cylindrical strip A2 is FdA1_A2, 
which is given by equation (5). Here, care must be taken to 
evaluate equation (5) along the cylinder, since only the 
portion of the cylinder which is visible by dA ] should be taken 
into account. This portion can be determined by equation (6). 

Zmax = l- + f tan/3 -Sec/3 (6) 
The graphic representation of the dependence of FdAl_A2 

on the spherical coordinate of dAu i.e., angle /3, and on the 
ratio f = Sp/rp is shown in Fig. 2. 

Differential Spherical Band to a Differential Coaxial Annular 
Base Ring 

For the coordinate system in Figs. 1(a) and 1(c), dAx is 
located on the .y-axis with its normal in the j-z-plane, xx = 0, 
yx = rp sin/3, andZ] = 0. The location of dA i becomes x4 = 
r4 sin0',.y4 = r4 cos^' and z4 = (cos/3- \)rp. The direction 
cosines remain the same as previous case. The integration of 
equation (3) with the above substitution is simplified by 
taking advantage of the symmetry about the .y-axis as was 
done in the case with equation (5). 

The contour shown in Figs. 1(a) and 1(c) consists of the two 
circular arcs with radii R\ and R2, the .y-axis and the line 
represented by the intersection of the tangent plane to the 
spherical element, dAu with circles of radii Ri and R2. The 
remainder of the contour is the portion of the line which is 
described above and is bounded by arcs of radii Ri and R2. 
After some manipulation and use of existing analytical results 
for the integrals [6] and [7], the following relation is obtained 

1 
3/2(0!-fc) 

2.R2cos/3-a1 
(ai-bi)tan(~ - -j) 

tan V«F^ 

a2-2R2cos$ . 
tan ' 

(a2-b2)ta.n ( — - tl\-
V 4 2 / 

where 

b, = 
and 

V a ] ^ ! 

* ? + 4 s i n 2 ( ! ) 

- 2 R, sin/3 

,,[-tan(/3/2)-| 

VaF^I 
(7) 

/ = 1,2 

Consistent with the argument that followed equation (5), 
the view factor between a differential width spherical band, 
eMbandjl, and the finite annular base ring, A4, is also FdAl _A4, 
as given by equation (7). 

Numerical results for the dependence of FdAX-M on the 
spherical coordinate of dA1, i.e., angle /3, can be determined 
using Fig. 2, whereFd^,_^4 = l-FdAl_A2. 

Fig. 2 View factor between a differential spherical band and coaxial 
cylinder wall 

Fig. 3 (a) Geometry for derivation of view factor between differential 
elements dA 4 on the base and dA 2 on the cylinder wall; (b) geometry of 
the limit of integration for derivation of view factor between element 
dA 4 on the base and dA 2 on the cylindrical strip 

Differential Annular Base Ring to Finite Cylindrical Strip 
With Spherical Blockage 

According to the coordinates shown in Fig. 3(a), dA4 is 
located on the .y-axis with its normal parallel to the z-axis, x4 
= 0, y4 = r4, and z4 = 0, so that in cylindrical coordinates, 
equation (3) reduces to 

„ - i f(f-i?COSfl) 
tdA. i?2+Z2 + f2-2/?fcos/ t 

dp. (8) 
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In view of the symmetry about the .y-axis the closed contour 
integral is established by doubling the integral for the half 
space contour. 

The contour for integration of equation (8) is shown in 
Figs. 3(a) and 3(b) and consists of two circular arcs with 
radius f at heights Zx and Z2. These arcs are located on disks 
perpendicular to the z-axis and bounded by the .yz-plane and 
the line that makes an angle /*max with the^-axis. The limits of 
these arcs are shown geometrically in Fig. 3(6). The in
tegration is to be carried out along the locus of point c on Fig. 
3(b) as Z changes form Z,, tok Z2. Due to the implicit 
dependence that exists between Z and /imax, the integral on this 
line must be numerically evaluated. Thus, the integral 
becomes 

<M4 

1 r^i 
z ir v. 

* Mmax2 

f2_ a (a!-6)tan(j»max /2) 
+ , . ' t a n " 1 -

VaT=~P 

-tan"1 

vaj - b2 

(a2-6)tan(^maX2/2) 

f "ma*2 f(f--Rcosp) 1 (9a) 

where 
R = r4/rp 

a, = R2 + ?+Z2 ( = 1,2 
b = -2flf 

= cos •'[ 
Z-R-JZt + f-lZl 

(96) 

and 

f = V > 
For the last term, i.e., the integral term, Z, is determined by 

the roots of the following quadratic equation 
(1 -R2)Z2 -2R(fros !x-R)Z-R2 f sin2 /i = 0 (10) 

-B±^JB2-4AC 
Z = 

1A 
where 

A = l-R2 

B = 2R(£cosn-R) 

and 
C = R2?sm2n 
For i? < 1 the plus sign is used and when R > 1, the minus 

sign must be used. 
Since, again, the fraction of energy from the entire ring, 

dAxmiA, that reaches A2 is the same as the fraction for each 
element, eM4, the view factor between the differential width 
annular base ring, dATiagA, and cylindrical strip, A2, is 
FdA*-A2 > which is given by equation (9a). 

The height limitation that was discussed in the previous case 
also applies to this case. 

The graphical representation of equation (9a) and 
dependence of FdM~A2 on the location of annular differential 
base ring as a function of the parameter f = Sp/rp is depicted 
on Fig. 4. 

Relations for Finite Areas 
In order to verify the results obtained by equations (5), (7), 
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Fig. 4 View factor between a differential annular ring on the base and 
the cylinder wall 

and (9a), it is necessary to integrate these relations to establish 
the view factors between finite areas. For the view factor 
between a finite spherical band and a finite area on a coaxial 
cylinder (annular base ring or cylindrical strip on the wall of 
cylinder) 

' ~Fd/,,_/4,sin4>aV>> / = 2and4 i*2 
1 ' COS02-COS0i J*i 

(11) 
where angles e*i and <j>2 are, respectively, the spherical 
coordinate of the two rings establishing the band, A i, on the 
sphere. For the view factor between a finite annular base ring 
and a coaxial band 

Rl-Ri 
rR

0 
dA4-Az RdR (12) 

where i?, and R0 are, respectively, the inner and outer radii of 
the annular base ring. 

Because of the complexity of the differential view factors as 
given by equations (5), (7), and (9a), numerical integration is 
used. 

The results obtained by the foregoing numerical integration 
were verified using the results of Feingold and Gupta [4] for 
radiation from an isothermal sphere to a coaxial disk and 
radiation to a right cylinder from an isothermal spherical 
centerbody. With the use of view factor algebra and 
reciprocity relations, equations (9a) and (12) were also 
verified. 

The view factor between an annular ring and a disk with 
spherical blockage cannot be obtained from the view factor 
between two parallel disks, since the sphere forms a spherical 
blockage to the view from any element on either disk; 
however, one is able to obtain this view factor by slight 
modification of the relations reported by Holchendler and 
Laverty [8]. 

In closing, it should be noted that within the limitations of 
the model other view factors may be obtained by standard 
view factor algebra. 
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Summary 
Expressions and numerical results have been presented for 

view factors involved in the analysis of the radiative heat 
transfer within an enclosure formed by a sphere placed within 
a cylinder. The results for differential and finite strips have 
been checked for self consistency, and numerical integration 
to produce view factors for the total surfaces agree well with 
exact analytical results by Feingold and Gupta [4]. 
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A P P E N D I X 

The view factor between differential areas within this 
model can be determined by application of equations (1) and 
(2). The cosines in the definition of view factors are obtained 
by use of the dot product between two vectors normal to the 
surface and the position vector connecting centers of two 
differential elements. A list of view factors between dif
ferential subareas within the limitations applicable to the 
model are listed below. Equations (13-15) contain parameters 
and angles which are complicated functions of z and R, 
respectively, so that direct integration is not possible. 
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Nomenclature 
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En (x) 
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i+ (x,fi),r (X,/J) 
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exponential integral function 
intensity of externally incident 
radiation (/' = 1, 2) 

G(x) = incident radiation defined by equation 
(2a) 
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forward (/i>0) and backward (/x<0) 
intensity 
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f , < M > ' 7 

I (0,/i) I(a,-/i) 

This system is transformed into the following integral 
equation for G(x) by following a procedure discussed in [2] 

G(x) = Y(x) +<A"K(x,x')G(x')dx' (3) 

where 
-! f 2 ( / i ) 

Fig. 1 The geometry and coordinates 

n = refractive index 
S(x) = (l-co)n2aT4(x)/Tr 

T = temperature 
x = optical variable 
tj = emissivity (/ = 1, 2) 
Pi = reflectivity (/' = 0,1,2,3 as shown in Fig. 

1) 
a = Stefan-Boltzmann constant 
6 = angle between the positive x-axis and 

direction of intensity 
H = cos d 
to = single scattering albedo 

Introduction 

In a recent work [1], the use of the Galerkin method was 
introduced for solving the equation of radiative transfer in an 
absorbing, emitting, isotropically scattering plane-parallel 
slab to predict radiation flux. In this work, the method is 
further developed to accurately determine angular 
distribution of radiation intensity anywhere in the medium, 
subject to general boundary conditions. 

Analysis 

We consider the radiation problem for an absorbing, 
emitting, isotropically scattering, plane-parallel slab of 
optical thickness "a" as illustrated in Fig. 1. The equation of 
radiative transfer and the boundary conditions are taken as 

dl(x,u) w 
l^—~ +Hx,p) = S(x) + — G(x), 

dx 4-w 

i n 0 < x < a , - l < ^ < l (la) 

H0,n) = (l-po)fi(ji)+Al+2piKi, )i>0 (16) 

I(a,-ii) = (\-p3)f2(ii)+A2+2p2K2, ti>0 (lc) 

K(x,x')=-ElOx-x'\) + Pll3E2(x)[E2(x')+a2E2(a-x')] 

+ P2/3E2(a-x)[E2(a-x') + atE2(.x')] (4a) 

Y(x)=2Tr\2\" K(x,x')S(x')dx' +Al(3[E2(x) + a2E2(a-x)] 

+ A2P[E2(a-x)+aiE2(x)] + (l-p0)\oMfi)e-x/»dli 

+ (l- /03)jo/2(AOe-<0-*> /"^ 

+ 2p2p[alE2(x)+E2(a~x)](l-Po)^fMe-'"^ii 

+ 2PiP[a2E2(a-x) 

+ E2(x)\(\-P^J2(lx)e-<"»lid^ (4b) 

1 
, ai = 2piEi(a), (=1,2 (4c) 

1 — a ^ j 

To solve the integral equation (3), G(x) is represented in a 
power series in the form 

N 

G(x)=Y!lC„xn in0<x<a (5) 

where C„ are the unknown expansion coefficients which are 
yet to be determined. When the Galerkin method is applied as 
outlined in [1], the following matrix equation is obtained for 
the determination of the coefficients C„ 

[bmn] lC„) = ldm}, m,n = 0,1,2, N (6) 

where (C„ } is the column vector of the unknown expansion 
coefficients C„. The elements of the square matrix [bm„] and 
the column vector {bm ] are given respectively by 

bmn = to I 1 K(x,x')xmx'ndxdx' 
m+n + 1 Jo Jo 

dm=\" Y(x)x'"dx 
Jo 

(7) 

(8) 

where 

G(x)=2ir^_ I(x,n')dn' 

n2o7l 
Ai = er - , '=1,2 

* , = jo/(o,-,*)/tf/*i-—<r 

r i 
K2= I(a,n)ndn= z-q+( 

Jo 2TT 

(0) 

(2a) 

(2b) 

(2c) 

(2d) 

Equations (6) provide 7V+ 1 algebraic equations for the N+ 1 
unknown expansion coefficients C„. It is to be noted that the 
matrix [bm„] is independent of the boundary surface in
tensities Ah fi(n), (i = 1, 2) and the source term S(x). In 
addition, it is a symmetric matrix. 

All the integrations appearing in the elements bm„ are 
performed analytically by utilizing the integrals in [1, 3] and 
the resulting explicit expression for bmn is determined as 

am+n+l J -J 
bmn = — ; —r - w » Tmn + 0[p, Tm T„ 

m + n+1 C2 

+ a, p2(Tm T*n + Tl„Tn)+ p2 Tm 7 ]̂J (9) 

where 
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Table 1(a) Angular distribution for /j(jt) = l + /t, o = l , 
p, = p2 =0, S(x)=Ai =A2 =/2(/t) = 0 

Table 1(6) Angular distribution for / , (/i) = 5(/t - 1), « = 1, 

to e 

0 
15 
30 

0.0 45 
60 
75 
90 

0 
15 
30 

0.100 45 
60 
75 
90 

0 
15 
30 

0.900 45 
60 
75 
90 

0 
15 
30 

0.995 45 
60 
75 
90 

0 
15 
30 

1.000 45 
60 
75 
90 

x = 0 

r 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0243 
0.0249 
0.0269 
0.0306 
0.0372 
0.0490 
0.0763 

0.4350 
0.4449 
0.4767 
0.5366 
0.6368 
0.7890 
0.9725 

0.5488 
0.5611 
0.6006 
0.6748 
0.7975 
0.9773 
1.1560 

0.5557 
0.5682 
0.6081 
0.6832 
0.8072 
0.9886 
1.1667 

x= 

r 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0084 
0.0086 
0.0094 
0.0110 
0.0139 
0.0198 
0.0296 

0.1923 
0.1976 
0.2152 
0.2504 
0.3169 
0.4473 
0.6307 

0.2520 
0.2590 
0.2820 
0.3281 
0.4151 
0.5851 
0.8168 

0.2557 
0.2628 
0.2862 
0.3329 
0.4211 
0.5937 
0.8283 

•-a/2 

I + 

1.2131 
1.1715 
1.0476 
0.8417 
0.5518 
0.1824 
0.0 

1.2309 
1.1898 
1.0673 
0.8643 
0.5794 
0.2173 
0.0296 

1.5203 
1.4869 
1.3891 
1.2347 
1.0368 
0.8184 
0.6307 

1.5978 
1.5664 
1.4755 
1.3344 
1.1611 
0.9859 
0.8168 

1.6025 
1.5712 
1.4807 
1.3405 
1.1686 
0.9961 
0.8283 

x=a 
NT . 

I + 

0.7358 
0.6982 
0.5881 
0.4150 1 
0.2030 
0.0264 
0.0 

0.7545 
0.7172 
0.6080 
0.4362 9 
0.2255 
0.0473 
0.0139 

1.1041 
1.0728 
0.9819 
0.8406 10 
0.6658 
0.4843 
0.3087 

1.2080 
1.1785 
1.0934 
0.9622 8 
0.8005 
0.6235 
0.4042 

1.2143 
1.1850 
1.1003 
0.9697 8 
0.8088 
0.6321 
0.4101 

0.0 

0.100 

0.900 

0.995 

1.000 

0 
15 
30 
45 
60 
75 
90 

0 
15 
30 
45 
60 
75 
90 

0 
15 
30 
45 
60 
75 
90 

0 
15 
30 
45 
60 
75 
90 

0 
15 
30 
45 
60 
75 
90 

x = 0 

I~ 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0037 
0.0037 
0.0040 
0.0045 
0.0053 
0.0066 
0.0082 

0.0668 
0.0683 
0.0729 
0.0814 
0.0949 
0.1123 
0.1152 

0.0847 
0.0865 
0.0922 
0.1029 
0.1196 
0.1405 
0.1395 

0.0857 
0.0876 
0.0934 
0.1042 
0.1211 
0.1422 
0.1410 

x — a/2 

r i+ 

o.o 
o.o 
o.o 
0.0 
0.0 
0.0 
0.0 

0.0016 
0.0017 
0.0018 
0.0021 
0.0027 
0.0038 
0.0052 

0.0344 
0.0353 
0.0385 
0.0447 
0.0564 
0.0789 
0.1060 

0.0445 
0.0458 
0.0498 
0.0578 
0.0730 
0.1021 
0.1364 

0.0451 
0.0464 
0.0505 
0.0587 
0.0740 
0.1035 
0.1383 

0.6065 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.6091 
0.0026 
0.0028 
0.0033 
0.0040 
0.0053 
0.0052 

0.6521 
0.0468 
0.0508 
0.0586 
0.0728 
0.0976 
0.1060 

0.6639 
0.0590 
0.0640 
0.0739 
0.0920 
0.1237 
0.1364 

0.6647 
0.0597 
0.0648 
0.0748 
0.0931 
0.1253 
0.1383 

x=a 

I + 

0.3679 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.3710 
0.0032 
0.0033 
0.0036 
0.0040 
0.0040 
0.0031 

0.4284 
0.0617 
0.0651 
0.0709 
0.0785 
0.0813 
0.0597 

0.4453 
0.0789 
0.0833 
0.0908 
0.1008 
0.1049 
0.0765 

0.4464 
0.0799 
0.0844 
0.0920 
0.1021 
0.1063 
0.0776 

NT 

10 

10 

10 

Tm„=[a [" El(\x-x'\)xmx'ndxdx' 
Jo Jo 

•i: E2(x)xkdx 

Tk = \"gE2(a-x)xkdx=k\ [ ( - l)k+iEk+i («) 

k nk~. y a (~1>y 1 
H (*-/)l i + 2 J 

(10«) 

(106) 

(10c) 

Explicit expression for Tm<n and Tk are given in [1], and that 
for d„, is determined as 

{ a (* a 

o J o 
K(x,x')S(x')x">dx'dx 

+AlftTm+a2T*m]+A10[Tl+alT„] 

+ ( l - p o ) / w ! [ j 0 / , ( M ) ^ + 1^ 

™ am-j (• 1 -, 

TvS . a'"-J f1 

+ (1-P3)»4£O(-I>'^—-\oMn)^d„ 

-(-l)m\of2(n)n'" + [e-a/»dli] 

+ 2p2P(alTm + T*m)(l-p0)
<\ioMfi)lie-"»'dn 

+ 2 p 1 / S ( r m + a 2 7 ^ ) ( l - p 3 ) j o / i ( M ) ^ - « " ' d / i (11) 

Once the coefficients C„ are known, the forward and 
backward intensities I(x, /x) and I(x, - /J) are determined, 
respectively, from 

I(x,n)=[(l-Po)fi(Ji) + Ai+2piKi]e-x"' 

+ - 1 S(x')e-ix-x">/i'dx' 
/ l Jo 

N 

+ T- Ec„«! (-l)» + 1e-"V 

v» (-iyx"-j .-» 
+ L , •,. v* ,<*>o (12a) 

and 
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Table 2(a) Angular distribution for S(x) = l, a = \, 
p, = p2 = 0, A l = A 2 =/ , = (/*) =/20t) = 0 

CO 0 

0 
15 
30 

0.0 45 
60 
75 
90 

0 
15 
30 

0.100 45 
60 
75 
90 

0 
15 
30 

0.900 45 
60 
75 
90 

0 
15 
30 

0.995 45 
60 
75 
90 

0 
15 
30 

1.000 45 
60 
75 
90 

x = 0 

r 
0.6321 
0.6449 
0.6848 
0.7569 
0.8647 
0.9790 
1.0000 

0.6730 
0.6866 
0.7291 
0.8057 
0.9200 
1.0398 
1.0464 

1.4096 
1.4378 
1.5260 
1.6838 
1.9150 
2.1265 
1.8448 

1.6229 
1.6553 
1.7567 
1.9380 
2.2027 
2.4398 
2.0710 

1.6358 
1.6685 
1.7706 
1.9533 
2.2201 
2.4589 
2.1417 

x= 

r 
0.3935 
0.4041 
0.4386 
0.5069 
0.6321 
0.8551 
1.0000 

0.4194 
0.4307 
0.4676 
0.5405 
0.6743 
0.9134 
1.0721 

0.8877 
0.9119 
0.9909 
1.1478 
1.4383 
1.9724 
2.3970 

1.0236 
1.0515 
1.1428 
1.3241 
1.6602 
2.2807 
2.7856 

1.0320 
1.0602 
1.1523 
1.3353 
1.6745 
2.3019 
2.8219 

--a/2 

r 0.3935 
0.4041 
0.4386 
0.5069 
0.6321 
0.8551 
1.0000 

0.4194 
0.4307 
0.4676 
0.5405 
0.6743 
0.9134 
1.0721 

0.8877 
0.9119 
0.9909 
1.1478 
1.4383 
1.9724 
2.3970 

1.0236 
1.0515 
1.1428 
1.3241 
1.6602 
2.2807 
2.7856 

1.0320 
1.0602 
1.1523 
1.3353 
1.6745 
2.3019 
2.8219 

x = a 
NT 

I + 

0.6321 
0.644.9 
0.6848 
0.7569 1 
0.8647 
0.9790 
1.0000 

0.6730 
0.6866 
0.7291 
0.8057 17 
0.9200 
1.0398 
1.0464 

1.4096 
1.4378 
1.5260 
1.6838 9 
1.9150 
2.1265 
1.8448 

1.6229 
1.6553 
1.7567 
1.9380 9 
2.2027 
2.4398 
2.0710 

1.6358 
1.6685 
1.7706 
1.9533 3 
2.2201 
2.4589 
2.1417 

I(x, -,i) = [(1 - p3)/2(/x) +A2 + 2p2K2]e-i«-x"» 

1 f 
+ - S(x')e-<x'-x)"'dx' 

-an-Je-{a-x)l»),iL>0 (126) 

where 

A>0J«2(l-po)j(/iGi)e-,'/''M* 

+ (1-P3)( Mii)e-'»>vdn 
J 0 

+ a2E3(a)A1 +E3(a)A2 + \ [E2(x) + a2E2(a-x)]S(x)dx 

+ T LCn(Tn+a2T?,)\ (13a) 

and 

K2 = p[(l-Po)\oMlx)e-"'»ixdix 

+ a1(l-p3)jo/2(At)e-<'/<V/x 

Table 2(b) Angular distribution for S(x) = 1 + x, a = l, 
Pl=p2=0,Al=A1=fl=in)=f1(ti = 0 

co e 

0 
15 
30 

0.0 45 
60 
75 
90 

0 
15 
30 

0.100 45 
60 
75 
90 

0 
15 
30 

0.900 45 
60 
75 
90 

0 
15 
30 

0.995 45 
60 
75 
90 

0 
15 
30 

1.000 45 
60 
75 
90 

jt-0 

r 
0.8964 
0.9126 
0.9628 
1.0490 
1.1617 
1.2114 
1.0000 

0.9562 
0.9736 
1.0273 
1.1196 
1.2407 
1.2950 
1.0598 

2.0439 
2.0823 
2.2012 
2.4082 
2.6885 
2.8421 
2.1529 

2.3609 
2.4055 
2.5437 
2.7847 
3.1127 
3.2983 
2.4754 

2.3804 
2.4253 
2.5646 
2.8078 
3.1387 
3.3263 
2.4952 

X-

r 
0.6804 
0.6985 
0.7571 
0.8723 
1.0803 
1.4316 
1.5000 

0.7223 
0.7414 
0.8038 
0.9264 
1.1480 
1.5241 
1.6081 

1.4577 
1.4971 
1.6252 
1.8787 
2.3434 
3.1706 
3.5955 

1.6670 
1.7121 
1.8590 
2.1500 
2.6846 
3.6428 
4.1784 

1.6798 
1.7252 
1.8733 
2.1665 
2.7054 
3.6717 
4.2142 

--a/2 

I + 

0.5000 
0.5138 
0.5588 
0.6485 
0.8161 
1.1338 
1.5000 

0.5359 
0.5507 
0.5989 
0.6952 
0.8749 
1.2160 
1.6081 

1.2055 
1.2388 
1.3476 
1.5649 
1.9715 
2.7465 
3.5955 

1.4037 
1.4425 
1.5693 
1.8224 
2.2962 
3.1992 
4.1784 

1.4159 
1.4550 
1.5829 
1.8382 
2.3161 
3.2270 
4.2142 

x=a 
NT 

r+ 

1.0000 
1.0220 
1.0918 
1.2217 1 
1.4323 
1.7256 
2.0000 

1.0629 
1.0862 
1.1601 
1.2975 17 
1.5194 
1.8244 
2.0795 

2.1850 
2.2312 
2.3768 
2.6433 10 
3.0565 
3.5374 
3.3815 

2.5078 
2.5604 
2.7263 
3.0292 10 
3.4954 
4.0210 
3.7376 

2.5275 
2.5805 
2.7477 
3.0528 10 
3.5222 
4.0505 
3.7592 

+£ ,
3(a)/l,+a:,£'3(a),42+ I [«i^2(*) +E2(a-x)]S(x)dx 

N 

+ ^Lcn(<xlT„ + T*„)\ (136) 

It is to be noted that the angular distribution of radiation 
intensity given by equations (12) is applicable for all angles, 
including/i = 0. 

Results and Discussion 
We illustrate the application of the foregoing analysis for a 

slab with transparent boundaries. 
Table 1(a) shows the angular distribution of radiation 

intensity within the medium and at the boundaries for an 
external irradiation represented by fi (/x) = 1 + ̂  at the 
boundary surface x = 0 with/2 (it) = 0 at x = a. The func
tion, fx(fi), implies that the external radiation is incident on 
the boundary surface in the form of cones coming from all 
directions in the space. A function in the form, /((/*) = 
d(ti-jx,0), however, represents beams forming a single cone in 
the direction, ii0. 

Table 1(b) shows similar results f o r / ^ ) = 5(/i- 1) at x = 
0, which implies a normal incidence of unit intensity. For this 
special case the terms involving the integrals of / , (/x) should 
be divided by 2ir since the cone reduces to a single beam. 

Finally in Tables 2(a) and 2(b), we present intensity 
calculations for distributed volumetric sources in the medium 
of strengths S(x) = landS(x) = 1 +x, respectively. In both 
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of these cases the boundaries are transparent, and there are no 
externally incident radiation. 

The present study provides a simple, straightforward, and 
highly accurate method of analysis for the determination of 
angular distribution of radiation anywhere in the medium. As 
an independent check, the results are compared with those 
calculated with the FN method [4]; the agreement was very 
good. Computations require very little computer time. In the 
tables presented, the number of terms, NT, used in the 
calculations for convergence are also listed. 
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The Latent Heat of Vaporization of a Widely Diverse 
Class of Fluids 

S. Torquato1 and P. Smith2 

Introduction 
The critical region for most fluids is known to possess 

nonanalytical character that prohibits a power-series ex
pansion of thermodynamic potentials about the critical point 
in density and temperature [1]. Over the past two decades, an 
enormous effort has been made to theoretically describe the 
anomalous thermodynamic behavior of fluids in the vicinity 
of the critical point. Phenomenological scaling thoery [2-4] 
and, more recently, renormalization-group theory [5], for 
example, have illuminated our understanding of the critical-
point region. In order to obtain the proper functional form of 
the latent of vaporization, L, of a pure fluid that is applicable 
throughout its entire domain of existence (i.e., from the triple 
point to the critical point), it is clear one must employ results 
of modern critical-point theories. 

Various latent-heat formulae for certain fluids have 
previously been given, but, in almost all cases, such ex
pressions either have not accurately described the latent heat 
data over the broad domain of values that is of interest here 
[6, 7] or are unnecessarily complex in form, often containing a 
large number of terms [8]. The flaws in all these empirical 
equations appear to be the result of failure to incorporate the 
aforementioned modern understanding of the critical region. 

Basic Equation 
Using the Clausius-Clapeyron equation and results of 

renormalization-group theory, Torquato and Stell [9] were 
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able to formulate the following simple expression for the 
dimensionless latent heat, X, of a fluid belonging to the same 
universality class as the three-dimensional Ising model 

k^ait'
1-l-a2t

l3+A+a3t
l~a+,3 + a4t + a5t

2+a6t
3 (1) 

Here \ = L/Lt, L, is the latent-heat value at the triple point, 
t = (Tc-T)/Tc, T is the absolute temperature, Tc is the 
critical temperature, and the a, are system-dependent 
parameters. The critical exponents, /3 and a, describe the 
singularities associated with the difference in coexisting 
densities and the specific heat at constant volume, respec
tively. The exponent A is Wegner's first gap exponent [10]. 
Torquato and Stell least-squares fitted this latent-heat for
mula to the highly accurate latent-heat data of water obtained 
by Osborne, Stimson, and Ginnings (OSG) [11] and Osborne, 
Stimson, and Fiock (OSF) [12] for T, < T< Tc (T< being the 
triple point temperature). Their predicted latent-heat values 
were found to be in excellent agreement with the OSG and 
OSF data. 

One object of this study is to fit equation (1) to the data of a 
large number of different substances, such as alcohols, 
halogen substituted hydrocarbons (Freons), simple nonpolar 
fluids, polar fluids, and other hydrocarbons, in order to 
determine the extent of its validity. Such an inclusive 
tabulation of properties is given by Vargaftik [13] and is the 
one employed in this investigation. Second, it is of interest to 
determine whether a least-squares fit of the data of a par
ticular substance may be used to numerically predict, within 
some acceptable error, the latent heat of another fluid. Both 
of these problems are addressed in the subsequent section. 

Results and Discussion 
Vargaftik's data are by no means the most accurate data 

available for the individual substances contained therein, but 
he does provide, in a single compilation, relatively reliable 
tabulations of thermodynamic properties for a widely diverse 
class of fluids. We consider twenty different fluids and least-
squares fit each latent-heat data set associated with a par
ticular system from the triple point to the critical point using 
equation (1). Following Torquato and Stell, we take (3=1/3, 
a = l / 8 , and A = 0.79-/3 = 0.4567 for all the substances. The 
justification for this is the expectation that all fluids belong to 
the same universality class [1]. In Table 1, we summarize the 
results of these fits by giving Tc, T,,Ln the coefficients a,•, the 
maximum percentage deviation 8m = lQ0 x IX,*-X,l/X,*, 
and the standard error 

^["E(V-x,)2//vl' /2. 
L / = l J 

Here N is the number of latent-heat values; X,* and X, are the 
rth measured and predicted scaled latent-heat values. 

The fit for carbon monoxide yields a= 0.00325, the largest 
standard error for the group of fluids presented in this study. 
On average, the predicted scaled latent-heat values for all 
twenty substances are within 0.8 percent of the data, assuming 
an average X value of 0.5 for the entire temperature range and 
<r=0.004. The fits for most of the fluids, moveover, yield X 
values that are within 0.2 percent of the data, on average. The 
maximum percentage deviation, 5,„, is seen to always occur in 
the near critical region. This result is expected in light of the 
experimental difficulties one is faced with in the vicinity of the 
critical point [9]. 

A plot of X versus / for each of the twenty substances does 
not show universal behavior, i.e., a corresponding states 
principle [14] is not demonstrated. However, a plot of X 
versus T={TC-T)/(TC-Tt), for all fluids for which 
Vargaftik reports values of L,, appears to display a 
corresponding states principle in that the function X=X(T) is 
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of these cases the boundaries are transparent, and there are no 
externally incident radiation. 

The present study provides a simple, straightforward, and 
highly accurate method of analysis for the determination of 
angular distribution of radiation anywhere in the medium. As 
an independent check, the results are compared with those 
calculated with the FN method [4]; the agreement was very 
good. Computations require very little computer time. In the 
tables presented, the number of terms, NT, used in the 
calculations for convergence are also listed. 
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The Latent Heat of Vaporization of a Widely Diverse 
Class of Fluids 

S. Torquato1 and P. Smith2 

Introduction 
The critical region for most fluids is known to possess 

nonanalytical character that prohibits a power-series ex
pansion of thermodynamic potentials about the critical point 
in density and temperature [1]. Over the past two decades, an 
enormous effort has been made to theoretically describe the 
anomalous thermodynamic behavior of fluids in the vicinity 
of the critical point. Phenomenological scaling thoery [2-4] 
and, more recently, renormalization-group theory [5], for 
example, have illuminated our understanding of the critical-
point region. In order to obtain the proper functional form of 
the latent of vaporization, L, of a pure fluid that is applicable 
throughout its entire domain of existence (i.e., from the triple 
point to the critical point), it is clear one must employ results 
of modern critical-point theories. 

Various latent-heat formulae for certain fluids have 
previously been given, but, in almost all cases, such ex
pressions either have not accurately described the latent heat 
data over the broad domain of values that is of interest here 
[6, 7] or are unnecessarily complex in form, often containing a 
large number of terms [8]. The flaws in all these empirical 
equations appear to be the result of failure to incorporate the 
aforementioned modern understanding of the critical region. 

Basic Equation 
Using the Clausius-Clapeyron equation and results of 

renormalization-group theory, Torquato and Stell [9] were 
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able to formulate the following simple expression for the 
dimensionless latent heat, X, of a fluid belonging to the same 
universality class as the three-dimensional Ising model 

k^ait'
1-l-a2t

l3+A+a3t
l~a+,3 + a4t + a5t

2+a6t
3 (1) 

Here \ = L/Lt, L, is the latent-heat value at the triple point, 
t = (Tc-T)/Tc, T is the absolute temperature, Tc is the 
critical temperature, and the a, are system-dependent 
parameters. The critical exponents, /3 and a, describe the 
singularities associated with the difference in coexisting 
densities and the specific heat at constant volume, respec
tively. The exponent A is Wegner's first gap exponent [10]. 
Torquato and Stell least-squares fitted this latent-heat for
mula to the highly accurate latent-heat data of water obtained 
by Osborne, Stimson, and Ginnings (OSG) [11] and Osborne, 
Stimson, and Fiock (OSF) [12] for T, < T< Tc (T< being the 
triple point temperature). Their predicted latent-heat values 
were found to be in excellent agreement with the OSG and 
OSF data. 

One object of this study is to fit equation (1) to the data of a 
large number of different substances, such as alcohols, 
halogen substituted hydrocarbons (Freons), simple nonpolar 
fluids, polar fluids, and other hydrocarbons, in order to 
determine the extent of its validity. Such an inclusive 
tabulation of properties is given by Vargaftik [13] and is the 
one employed in this investigation. Second, it is of interest to 
determine whether a least-squares fit of the data of a par
ticular substance may be used to numerically predict, within 
some acceptable error, the latent heat of another fluid. Both 
of these problems are addressed in the subsequent section. 

Results and Discussion 
Vargaftik's data are by no means the most accurate data 

available for the individual substances contained therein, but 
he does provide, in a single compilation, relatively reliable 
tabulations of thermodynamic properties for a widely diverse 
class of fluids. We consider twenty different fluids and least-
squares fit each latent-heat data set associated with a par
ticular system from the triple point to the critical point using 
equation (1). Following Torquato and Stell, we take (3=1/3, 
a = l / 8 , and A = 0.79-/3 = 0.4567 for all the substances. The 
justification for this is the expectation that all fluids belong to 
the same universality class [1]. In Table 1, we summarize the 
results of these fits by giving Tc, T,,Ln the coefficients a,•, the 
maximum percentage deviation 8m = lQ0 x IX,*-X,l/X,*, 
and the standard error 

^["E(V-x,)2//vl' /2. 
L / = l J 

Here N is the number of latent-heat values; X,* and X, are the 
rth measured and predicted scaled latent-heat values. 

The fit for carbon monoxide yields a= 0.00325, the largest 
standard error for the group of fluids presented in this study. 
On average, the predicted scaled latent-heat values for all 
twenty substances are within 0.8 percent of the data, assuming 
an average X value of 0.5 for the entire temperature range and 
<r=0.004. The fits for most of the fluids, moveover, yield X 
values that are within 0.2 percent of the data, on average. The 
maximum percentage deviation, 5,„, is seen to always occur in 
the near critical region. This result is expected in light of the 
experimental difficulties one is faced with in the vicinity of the 
critical point [9]. 

A plot of X versus / for each of the twenty substances does 
not show universal behavior, i.e., a corresponding states 
principle [14] is not demonstrated. However, a plot of X 
versus T={TC-T)/(TC-Tt), for all fluids for which 
Vargaftik reports values of L,, appears to display a 
corresponding states principle in that the function X=X(T) is 

252/Vol. 106, FEBRUARY 1984 Transactions of the ASM E 
Copyright © 1984 by ASME

  Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Results of least-squares analysis using equation (1) for twenty different fluids for Vargaftik's data 
[13]. Temperatures are given in K, latent-heat in kj/kg. 

Tc 
T, 
L, 
« i 
«2 
«3 
«4 
«5 
"6 
5m 
a 

Tc 
T, 
L, 
«i 
«2 
"3 
a4 
«5 
«6 

(7 

7*c 

^ r 

«1 
0 2 
« 3 
<?4 
« 5 
Ob 
&m 
a 

Tc 
T, 
L, 
« i 
«2 

a4 
«5 
a6 
&m 

Ammonia 
405.55 
195.42 

1473.90 
0.47057 
3.04437 

-8.04468 
2.69778 
5.37598 

-2.82782 
0.33581 
0.00081 

Ethanol 

521.35 
158.65 

1187.32 
1.34686 

-15.85366 
-37.48493 

47.15897 
7.37973 

- 1.70348 
0.26812 
0.00077 

Methane 

190.55 
91.00 

543.40 
0.78206 
0.84814 

-9.79152 
6.41067 
4.66431 

-2.04333 
1.12302 
0.00073 

Oxygen 

154.77 
54.35 

238.70 
1.24529 

- 4.05385 
- 6.31829 

10.20602 
-0.81329 

0.98570 
0.84017 
0.00074 

Argon 

150.86 
83.78 

161.80 
0.36102 

23.96446 
55.53528 

-67.19804 
-17.88592 

7.40818 
0.44605 
0.00085 

Freon-12 

384.95 
118.15 
207.83 
0.94297 

-4.70274 
-11.92221 

15.46468 
0.59654 
1.20085 
0.60933 
0.00063 

Methanol 

513.15 
175.15 

1354.16 
0.29045 

12.12910 
14.11962 

-24.69802 
1.28818 

-3.46706 
0.74542 
0.00105 

Propane 

370.00 
85.46 

540.31 
0.32838 

13.25739 
26.78045 

-34.00190 
-8.50819 

3.84203 
0.25917 
0.00064 

Carbon 
Dioxide 

304.19 
216.55 
347.30 
1.35069 

-5.95311 
-20.83607 

21.89009 
11.94955 

-13.93713 
0.15900 
0,00118 

Freon-22 

369.28 
113.15 
294.18 
0.72254 
2.95824 
3.42752 

-5.36903 
-1.17015 

0.81290 
0.24399 
0.00020 
Neon 

44.40 
24.50 
89.45 
0.88154 
9.79304 

24.10286 
-28.20568 
- 8.03241 

2.70559 
0.03090 
0.00007 

1-Propanol 

536.85 
147.15 
946.80 

1.15023 
-14.07059 
-31.76604 

40.45017 
- 8.64866 

4.26884 
1.09955 
0.00208 

Carbon 
Monoxide 

132.92 
68.14 

235.52 
1.45169 

-25.33722 
- 82.04570 

87.67934 
32.14627 

-14.91833 
1.54475 
0.00325 

Isooctane 

544.25 
165.77 
351.78 
0.67128 
4.96085 
7.92755 

-10.87562 
- 2.43041 
- 0.91875 

0.03399 
0.00031 

Nitrogen 

126.25 
63.15 

212.60 
1.41557 

-10.94088 
-29.52156 

34.51737 
8.43211 

-3.10147 
0.59132 
0.00083 

Water 

647.27 
273.16 

2501.00 
0.72241 
5.33402 
8.97347 

-11.93143 
-3.31206 

1.63257 
1.53773 
0.00028 

Ethane 

305.50 
89.88 

601.19 
- 0.64121 

36.15830 
66.16418 

-90.29894 
-14.05575 

4.03838 
0.49968 
0.00086 

Krypton 

209.39 
115.76 
109.60 
1.30503 

-10.66454 
-32.53309 

36.43934 
9.54154 

-2.80368 
0.56980 
0.00083 

n-Nonane 

595.15 
219.65 
387.81 
0.31647 

13.56551 
22.12327 

-31.61818 
-4.26098 

1.05594 
1.71695 
0.00207 

Xenon 

289.74 
161.36 
96.98 
1.13256 

- 3.08280 
- 8.18035 

10.80348 
-0.91775 

2.42356 
0.17028 
0.00099 

nearly the same for each substance. By using the smallest 
temperature value given and the associated latent-heat value 
reported for this temperature, we have used this universal 
function X = X(T) (equation (2) below) in order to estimate the 
value of L, for those fluids for which Vargaftik does not 
provide data. Less than half of the latent-heat values at the 
triple point given in Table 1 were obtained in this way. In 
order to test the accuracy of this method, we apply the 
technique to estimate LT using ammonia, a substance for 
which LT is given. Using the ammonia data at 260 K and 300 
K, the predicted LT are within 0.1 and 1.3 percent of the 
reported LT, respectively. 

We obtain X explicitly as a function of T for water using the 
coefficients, a,, of Table 1 for water and equation (1) 

\ = biT
0 + b2T<i+A + b^-"+fs + b^ + biT

1 +^1* (2) 

where 
bt = 0.60176 

b4 = - 6 . 8 9 6 1 4 

b 2 = 3.45913 

b5 = - 1 . 1 0 6 4 3 

bj = 4.62671 

b6 = 0.31522 

Clearly bl=ai[(Tc-T,)/Tc\
ei, where 0, is the exponent 

associated with the z'th term, /'= 1 6. In Fig. 1, we plot 

equation (2) for water along with X--rvalues obtained from 
Vargaftik's data for five other respresentative fluids. Note 
that T varies from zero at the critical point to unity at the triple 
point. The latent-heat curve for water appears to be bounded 
by nitrogen data from above and carbon dioxide data from 
below. At T = 0.1 and 7 = 0.5, both nitrogen and carbon 
dioxide data are within 2 and 5 percent of equation (2), 
respectively. 

Conclusions 
A least-squares fit of the latent-heat data of a widely diverse 

class of fluids is made using equation (1), yielding predicted 
values that are in excellent agreement with the data 
throughout a wide range of temperatures. Proper scaling of 
the temperature allowed us to obtain a universal expression 
for the scaled latent heat, X, which may be used to provide 
good estimates of the latent heat of vaporization of any fluid, 
given Tc, T,, and L,. Equation (2) may also be used to 
estimate the latent heat in instances when L, is not given by 
first using the universal expression to estimate L, in the 
manner described above. It is important to note, however, 
that the universality of equation (2) does not depend upon the 

Journal of Heat Transfer FEBRUARY 1984, Vol. 106 / 253 

Downloaded 18 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



< 

< 
o 
CO 

KEY 

D -

• -
A -

0 -

a -

— _ 

TO GRAPH 

PROPANE 

FRE0N-I2 
NITROGEN 
ARGON 
CARBON DIOXIDE 

WATER 

0.4 0.6 

SCALED TEMPERATURE,T 

08 

Fig. 1 A plot of the scaled latent heat, X, versus the scaled tem
perature TS(TC -T)I(TC -T t ) . The universal curve obtained from 
equation (1) is shown here along with data for several representative 
substances (from Vargaftik [13]). 

constant latent heat, L0, used to scale the actual latent-heat 
value, i.e., we could scale L with cLT (where c is some con
stant such that 0<c< 1) instead of LT and obtain universal 
behavior, but in this general case, 0<ZVL0<l/c. We have 
chosen c=\ in this study for convenience. Although the 
latent-heat values provided by Vargaftik are not numerically 
the most accurate, the data are sufficiently reliable to 
demonstrate the existence of a universal equation. For future 
work, it is suggested that more precise correlations be ob
tained by using better data. 
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Transient Conduction with Pyrolysis (Approximate 
Solutions for Charring of Wood Slabs)1 

L. T. Yeh2 and B. T. F. Chung.3 In their recent paper, 
Kanury and Holve presented approximate solutions for 
charring of wood slabs. It appears that the authors were not 
aware of some recent publications in this field. Approximate 
analysis of more complicated problems involving radiative 
and convective boundary conditions in either a semi-infinite 
region or a finite region have been available [1,2]. We would 
like to offer the following comments. 

First, the assumption of a linear temperature profile in the 
preheat phase by the authors is obviously oversimplified. This 
simplification may lead significant error in predicting the 
onset of melting time. Based on our previous experience [1] 
the assumption of linear temperature profile yields a much 
worse result than when a parabolic profile is used. Second, in 
their analysis, the authors assumed that the surface tem
perature at X=0 reached the phase change temperature, Tc, 
before the penetration depth, XT, arrived at the insulated 
surface (X= 1). This is not always true. The authors ignored 
another possibility, i.e., the penetration depth, XT, reaches 
the insulated surface before the phase change takes place at 
the front surface (X=0). In this case, the thermal thickness 
concept is abandoned and the finite thickness of the body 
becomes an important factor. This time period is usually 
referred to as second time domain [3]. The sequence of events 
occurring during the melting process can be illustrated in Fig. 
1, where " 1 " and "2" represents the old phase (wood in this 
case) and the newly formed phase (char), respectively. 
Depending on the material properties, the initial temperature, 
and the strength of wall heat flux, there are two possible paths 
that the transfer process may follow, namely, the paths A-B-
D and A-C-D shown in Fig. 1. The former is the continuation 
of preheating phase while the latter is the one considered by 
the authors. 
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Fig. 1 Sequence of events occurring during melting (charring phase) 

Authors' Closure 

With full appreciation of the comments of t)rs. Yeh and 
Chung, we would like to point out that the wood-charring 
problem differs from the freezing/melting problem in certain 
significant aspects. Among the most important of these 
aspects are: (c) the volumetric nature of the pyrolytic phase-
change; (b) the drastic differences in thermophysical 
properties of the old and new phases; (c) the internal con
vection of the pyrolyzates; and (d) the expansion effects 
associated with freezing. If the wood pyrolysis kinetics are 
simplified to be represented by an infinite activation energy, 
then charring occurs at a distinct temperature. The problem is 
then benefited by the concepts in the freezing/melting 
literature. But the foregoing aspects (b) and (c) persist so that 
one cannot draw a one-to-one correspondence between the 
problems of wood-charring and freezing/melting. 

Specifically addressing the criticisms of Yeh and Chung, we 
agree that quadratic profiles are better than linear profiles. In 
as much as: (a) there exist serious ambiguities in the available 
thermophysical properties of wood and partially charred 
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wood; (b) assumptions of isotropy, negligible internal con
vection, and infinite-activation-energy-pyrolysis are made; (c) 
the relevant nondimensional variables (both dependent and 
independent) can be identified even with linear profiles; and 
(d) the data sought to be compared with our predictions come 
from experiments involving considerable practical com
plexity, we have deliberately chosen the simplest acceptable 
profiles. After all, the intended use of the results should 
always determine the degree of approximation. 

In making the second comment, which is related to where 
the thermal penetration occurs on the insulated backface 
before the exposed front face commences to pyrolyze, Yeh 
and Chung have failed to notice the last paragraph of section 
6 of our paper. Thus, their claim that we ignored this 
possibility is a hasty one. If our objective were to study the 
charring of thin sheets and films, we would have considered 
this issue in greater detail. 

Design and Optimization of Air-Cooled Heat Ex
changers1 

F. L. Rubin.2 The goal of the authors to develop a com
puter program to design a heat exchanger without iteration 
has been sought by many. However, most exchangers are 
designed with a fouling resistance. The writer is unaware of 
any computer program which can design a practical heat 
exchanger without iteration and yet include a fouling 
resistance. 

The abstract of the aforementioned paper implies that the 
information presented in the main text is applicable to the 
design of commercial air-cooled heat exchangers. However, 
the basic assumptions used to develop the solutions are never 
met in commerical practice. 

The program "take(s) into account the variation of heat 
transfer coefficients and differential pressure drop with 
temperature and/or length of flow path . . . " The assump
tion of uniform air flow across the tube bundle is indicated. 

Air-cooled heat exchangers utilize circular fans and rec
tangular tube bundles. The plenum height rarely has one-half 
of a fan diameter between the top of the fan ring and the heat 
transfer surface. The ensuing maldistribution of air results in 
heat transfer coefficient variations, which are greater than 
those due to changes in physical properties. 

Tube diameters available for heat exchanger construction 
do not have an infinite range of sizes. Only the first of the 
nine tabulated sizes is actually available; it is probably used in 
less than 0.1 percent of all exchangers. 

Similarly only a discrete number of motor sizes is available 
for air-cooled heat exchangers. Bundle width is severely 
limited by a maximum value to permit shipment and a 
minimum to facilitate air distribution across the heat ex
changer surface. These conditions preclude preliminary 
definition of air quantity and air side pressure drop when 
designing an optimum exchanger. 

"The side constraints on the design variable are of a 
practical nature . . . " state the authors. However only 
equilateral triangular pitch can be considered "practical." 
The case study figure is for a tube layout, which does not have 
equilateral spacing. 

Most heat exchangers (e.g., shell-and-exchangers, spiral 
plate exchangers, double-pipe sections, multitube sections, 
plate and frame exchangers, etc.) are purchased as such and 
auxilliary equipment is bought separately. Air-cooled ex-

'By C. P. Hedderich, M. D. Kelleher, and O. N. Vanderplaats, published in 
the November 1982 issue of the JOURNAL OF HEAT TRANSFER, Vol. 104, No. 4, 

pp.683-689. 
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changers are rarely sold commercially as heat transfer sur
faces only. The supplier furnishes the tube bundle, the fan(s), 
the driver(s), the plenum, the fan ring, etc. The concept of 
"minimum volume" of heat transfer surface is meaningless 
when one designs an air-cooled exchanger with these com
ponents. 

It is most unlikely that this computer program or any minor 
modification of it could be used commercially for the design 
and optimization of air-cooled exchangers. 

Authors' Closure 
In any attempt to move forward in the field of Heat 

Transfer, the comments and viewpoints of a practioner are 
always appreciated. It appears though, that some unfortunate 
and unwarranted implications have been idrawn by Mr. 
Rubin. Our goal in the paper was to demonstrate the 
usefulness to the heat transfer designer of the optimization 
techniques that have been used for over a decade in structural 
design. Our goal is not to replace the designer with the 
computer—it would be foolish to try. 

The following replies are offered to Mr. Rubin's specific 
comments: 

The method proposed is applicable to the design of com
mercial air-cooled heat exchangers. It is a tool, one of many, 
it is hoped, that the designer will use. 

Not all air-cooled heat exchangers utilize circular fans. 
There are many applications in the transportation industry 
where ram air is utilized. 

Mr. Rubin's comments on the discrete sizes of components 
available to the designer only points out the need to extend the 
techniques of heat exchanger design optimization to include 
more advanced optimization algorithms. More to the point, 
the use of continuous variables is common practice early in 
the design process, rapidly providing a near optimum from 
which to discritize the actual parameters. 

To reiterate: our purpose was to to eliminate the designer 
but to provide tools that will make the design process more 
efficient. As is stated in the paper's abstract, the method we 
have proposed "is shown to be a useful tool for heat ex
changer design." 

The Optimum Dimensions of Convective Pin Fins1 

J. E. Wilkins, Jr.2 Readers interested in this paper, or that 
of Sonn and Bar-Cohen [1], may wish to consult the earlier 
paper of Focke [2], in which the principal results for pin fins, 
or circular spines, with constant, triangular, and convex 
parabolic (n = 2) profiles are derived. The numerical values 
furnished for u*, b*, L*, and V* in Table 1 of the Razelos 
paper are in essential agreement with those of Focke, 
although there are minor discrepancies (the largest is between 
the values 0.4400 and 0.45 for L* for the constant profile case 
by Razelos and Focke, respectively). We have resolved all of 
these discrepancies in favor of the Razelos results. 

It is also true, as claimed by Focke but not by Razelos, that 
the convex parabolic profile is the optimum in the class of all 
profiles. This result follows from a general theory [3] for 
optimizing circular spine profiles for arbitrary temperature-
dependent heat transfer modes, when that theory is 
specialized to the case of convective heat transfer with con
stant surface heat transfer coefficient and constant thermal 
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wood; (b) assumptions of isotropy, negligible internal con
vection, and infinite-activation-energy-pyrolysis are made; (c) 
the relevant nondimensional variables (both dependent and 
independent) can be identified even with linear profiles; and 
(d) the data sought to be compared with our predictions come 
from experiments involving considerable practical com
plexity, we have deliberately chosen the simplest acceptable 
profiles. After all, the intended use of the results should 
always determine the degree of approximation. 

In making the second comment, which is related to where 
the thermal penetration occurs on the insulated backface 
before the exposed front face commences to pyrolyze, Yeh 
and Chung have failed to notice the last paragraph of section 
6 of our paper. Thus, their claim that we ignored this 
possibility is a hasty one. If our objective were to study the 
charring of thin sheets and films, we would have considered 
this issue in greater detail. 

Design and Optimization of Air-Cooled Heat Ex
changers1 

F. L. Rubin.2 The goal of the authors to develop a com
puter program to design a heat exchanger without iteration 
has been sought by many. However, most exchangers are 
designed with a fouling resistance. The writer is unaware of 
any computer program which can design a practical heat 
exchanger without iteration and yet include a fouling 
resistance. 

The abstract of the aforementioned paper implies that the 
information presented in the main text is applicable to the 
design of commercial air-cooled heat exchangers. However, 
the basic assumptions used to develop the solutions are never 
met in commerical practice. 

The program "take(s) into account the variation of heat 
transfer coefficients and differential pressure drop with 
temperature and/or length of flow path . . . " The assump
tion of uniform air flow across the tube bundle is indicated. 

Air-cooled heat exchangers utilize circular fans and rec
tangular tube bundles. The plenum height rarely has one-half 
of a fan diameter between the top of the fan ring and the heat 
transfer surface. The ensuing maldistribution of air results in 
heat transfer coefficient variations, which are greater than 
those due to changes in physical properties. 

Tube diameters available for heat exchanger construction 
do not have an infinite range of sizes. Only the first of the 
nine tabulated sizes is actually available; it is probably used in 
less than 0.1 percent of all exchangers. 

Similarly only a discrete number of motor sizes is available 
for air-cooled heat exchangers. Bundle width is severely 
limited by a maximum value to permit shipment and a 
minimum to facilitate air distribution across the heat ex
changer surface. These conditions preclude preliminary 
definition of air quantity and air side pressure drop when 
designing an optimum exchanger. 

"The side constraints on the design variable are of a 
practical nature . . . " state the authors. However only 
equilateral triangular pitch can be considered "practical." 
The case study figure is for a tube layout, which does not have 
equilateral spacing. 

Most heat exchangers (e.g., shell-and-exchangers, spiral 
plate exchangers, double-pipe sections, multitube sections, 
plate and frame exchangers, etc.) are purchased as such and 
auxilliary equipment is bought separately. Air-cooled ex-
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changers are rarely sold commercially as heat transfer sur
faces only. The supplier furnishes the tube bundle, the fan(s), 
the driver(s), the plenum, the fan ring, etc. The concept of 
"minimum volume" of heat transfer surface is meaningless 
when one designs an air-cooled exchanger with these com
ponents. 

It is most unlikely that this computer program or any minor 
modification of it could be used commercially for the design 
and optimization of air-cooled exchangers. 

Authors' Closure 
In any attempt to move forward in the field of Heat 

Transfer, the comments and viewpoints of a practioner are 
always appreciated. It appears though, that some unfortunate 
and unwarranted implications have been idrawn by Mr. 
Rubin. Our goal in the paper was to demonstrate the 
usefulness to the heat transfer designer of the optimization 
techniques that have been used for over a decade in structural 
design. Our goal is not to replace the designer with the 
computer—it would be foolish to try. 

The following replies are offered to Mr. Rubin's specific 
comments: 

The method proposed is applicable to the design of com
mercial air-cooled heat exchangers. It is a tool, one of many, 
it is hoped, that the designer will use. 

Not all air-cooled heat exchangers utilize circular fans. 
There are many applications in the transportation industry 
where ram air is utilized. 

Mr. Rubin's comments on the discrete sizes of components 
available to the designer only points out the need to extend the 
techniques of heat exchanger design optimization to include 
more advanced optimization algorithms. More to the point, 
the use of continuous variables is common practice early in 
the design process, rapidly providing a near optimum from 
which to discritize the actual parameters. 

To reiterate: our purpose was to to eliminate the designer 
but to provide tools that will make the design process more 
efficient. As is stated in the paper's abstract, the method we 
have proposed "is shown to be a useful tool for heat ex
changer design." 

The Optimum Dimensions of Convective Pin Fins1 

J. E. Wilkins, Jr.2 Readers interested in this paper, or that 
of Sonn and Bar-Cohen [1], may wish to consult the earlier 
paper of Focke [2], in which the principal results for pin fins, 
or circular spines, with constant, triangular, and convex 
parabolic (n = 2) profiles are derived. The numerical values 
furnished for u*, b*, L*, and V* in Table 1 of the Razelos 
paper are in essential agreement with those of Focke, 
although there are minor discrepancies (the largest is between 
the values 0.4400 and 0.45 for L* for the constant profile case 
by Razelos and Focke, respectively). We have resolved all of 
these discrepancies in favor of the Razelos results. 

It is also true, as claimed by Focke but not by Razelos, that 
the convex parabolic profile is the optimum in the class of all 
profiles. This result follows from a general theory [3] for 
optimizing circular spine profiles for arbitrary temperature-
dependent heat transfer modes, when that theory is 
specialized to the case of convective heat transfer with con
stant surface heat transfer coefficient and constant thermal 
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